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Abstract

This research paper explores the evolution of new media from its theoretical foundations in the mid-
20th century to its contemporary manifestations in the digital age. Drawing on qualitative analysis of
key texts, case studies, and industry trends, the paper examines how new media has reshaped human
communication, social structures, and cultural dynamics. Utilizing a qualitative methodology,
including thematic analysis and case study examination, the study highlights transformations driven
by technological advancements such as social media platforms, artificial intelligence, and short-form
content. The discussion synthesizes these elements, addressing opportunities and challenges like
misinformation and digital polarization. The conclusion underscores the paradigm shift in media
ecosystems, with recommendations for future studies emphasizing interdisciplinary approaches to
ethical Al integration and digital literacy. This paper contributes to media studies by providing a
comprehensive qualitative framework for understanding new media's societal impact.

Keywords: artificial intelligence; creator economy; digital literacy; digital transformation; generative
AL Marshall McLuhan; media studies; metaverse; misinformation; new media; qualitative analysis;
quantum computing; social media platforms; web

Introduction

The advent of new media represents a profound paradigm shift in human communication,
transcending traditional boundaries of information dissemination and social interaction. As
articulated by Marshall McLuhan in his seminal work, the medium itself shapes the message,
influencing not only content but also cognition and societal structures (McLuhan, 1964). This paper
qualitatively examines the historical transformations of new media and its contemporary research
horizons, building on foundational insights while expanding analytically through thematic
exploration and case studies. The contemporary digital landscape has evolved far beyond McLuhan's
initial conceptualizations, encompassing artificial intelligence, virtual reality, blockchain
technologies, and quantum computing applications that fundamentally reshape how humans
interact with information and each other. The year 2025 marks a critical juncture in new media
evolution, characterized by the maturation of generative Al technologies, the mainstream adoption
of immersive virtual environments, and the emergence of decentralized Web3 infrastructures. These
developments have accelerated the transformation of media from a broadcast paradigm to a
participatory, algorithmic, and increasingly autonomous ecosystem. The integration of advanced Al
models like GPT-5, Claude 4, and Gemini Ultra has fundamentally altered content creation,
distribution, and consumption patterns, raising unprecedented questions about authenticity,
creativity, and human agency in media production (Anthropic, 2025; OpenAl, 2025).

Historically, new media concepts emerged in the mid-20th century amid technological
innovations like television and early computing, where McLuhan (1964) posited that media
extensions alter human perception and social organization. This foundational idea evolved through
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the internet era, with scholars like Castells (2010) describing a "network society" driven by digital
connectivity. The transformation from broadcast media to interactive, participatory platforms
represents not merely a technological shift but a fundamental reorganization of social power
structures and cultural production mechanisms (see Figure 1 for a timeline of key evolutions). The
democratization of content creation through accessible digital tools has disrupted established media
hierarchies, enabling individuals to become producers, distributors, and critics simultaneously. The
evolution toward what scholars now term "synthetic media" represents a qualitative leap from
previous forms of digital communication. Unlike early internet technologies that primarily facilitated
human-to-human communication, contemporary new media increasingly involves human-Al
collaboration and Al-to-Al interactions that generate, curate, and distribute content at unprecedented
scales (Floridi, 2025). This shift has profound implications for concepts of authorship, intellectual
property, and the nature of creativity itself. The emergence of Al agents capable of autonomously
creating and sharing content has blurred the boundaries between human and machine
communication, creating what some researchers describe as a "post-human media ecosystem"
(Haraway, 2025).

In the contemporary landscape, particularly from 2020 to 2025, rapid advancements have
accelerated this shift, integrating artificial intelligence (Al), virtual reality (VR), augmented reality
(AR), and blockchain technologies into everyday communication (UNESCO, 2025). The proliferation
of smartphones globally, reaching over 7.2 billion users by 2025, has created an unprecedented level
of connectivity and information access (GSMA, 2025). This ubiquitous computing environment has
transformed new media from a discrete set of technologies into an ambient, pervasive force that
mediates virtually all aspects of modern life. The integration of Al-driven recommendation systems,
automated content generation, and predictive analytics has created media ecosystems that actively
shape user behavior and preferences rather than merely responding to them (as foreshadowed in
Table 1 in the Findings and Analysis section).

Table 1. Timeline of New Media Evolution (Mid-20th Century to 2025.

Year Milestone Brief Description  Source
Marshall McLuhan
introduces the
concept that "the

McLuhan's medium is the
1964 "Understanding message," McLuhan (1964)
Media" highlighting the

impact of media
technology on society
and cognition.

The proliferation of
the internet
transforms global
1990s Rise of the Internet ~ communication, Adapted by author
enabling interactive
and participatory
media platforms.
Manuel Castells
describes the
emergence of a
Network Society network society
(Castells) driven by digital
connectivity and
decentralized
information flows.

2010 Castells (2010)
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The global pandemic

accelerates digital

transformation,
COVID-19 leading to

202
020 Acceleration widespread adoption

Adapted by author

of remote work,
education, and social
platforms.

Generative Al
technologies and the
metaverse reach
Generative Aland  mainstream adoption, GSMA (2025),
Metaverse Maturity redefining media Adapted by author
creation, distribution,

2025

and immersive
experiences.

Source: Adapted from McLuhan (1964), Castells (2010), and GSMA (2025). Created by the author for this study.

The COVID-19 pandemic, which began in 2020, served as an unprecedented catalyst for digital
transformation, compressing decades of anticipated change into mere years. The forced migration to
digital platforms for work, education, social interaction, and entertainment created a global
experiment in mediated living that permanently altered social norms and expectations. By 2025,
hybrid models of work and education have become the default rather than the exception, with virtual
presence technologies enabling forms of collaboration and community that transcend physical
limitations (Microsoft, 2025). The pandemic's legacy includes not only accelerated technology
adoption but also heightened awareness of digital inequalities and the psychological impacts of
constant connectivity.

New media platforms have evolved from simple communication tools to comprehensive digital
ecosystems that encompass social networking, e-commerce, financial services, entertainment,
education, and governance. The concept of "super apps" has expanded globally, with platforms like
WeChat in China, Grab in Southeast Asia, and X (formerly Twitter) in the West integrating multiple
services into unified interfaces (Chen & Wang, 2025). These platforms have become critical
infrastructure for modern societies, raising questions about monopoly power, data sovereignty, and
the appropriate balance between innovation and regulation.

The emergence of the metaverse as a coherent concept and practical reality represents another
fundamental shift in new media evolution. Major technology companies have invested over $200
billion in metaverse development between 2021 and 2025, creating persistent virtual worlds where
users can work, play, learn, and socialize through avatars (McKinsey, 2025). These environments
transcend traditional notions of media by creating spaces for embodied digital presence, where the
distinction between consuming and inhabiting media becomes increasingly blurred. The metaverse
has evolved from a science fiction concept to a practical platform for business meetings, educational
experiences, social gatherings, and creative expression.

The rise of Web3 technologies, including blockchain, cryptocurrencies, and decentralized
autonomous organizations (DAOs), has introduced new models for media ownership, governance,
and monetization. Non-fungible tokens (NFTs) have created new markets for digital art and media,
while decentralized social networks promise alternatives to platform monopolies (Ethereum
Foundation, 2025). These technologies challenge traditional assumptions about intermediation,
intellectual property, and value creation in media ecosystems, though their environmental impacts
and accessibility barriers remain significant concerns.

Building on McLuhan's (1964) framework, contemporary scholars argue that digital media
extends human senses in unprecedented ways, fostering a "network society" where information flows
instantaneously across borders (Castells, 2010). This extension goes beyond mere sensory
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augmentation to encompass cognitive and social dimensions, with digital tools becoming integral to
memory, identity formation, and social relationship maintenance. The concept of "digital natives" has
evolved to recognize that media literacy is not inherent but requires cultivation, and that different
generations and cultures engage with new media in distinct ways shaped by their specific contexts
and needs.

The integration of quantum computing into media infrastructure, though still in early stages,
promises revolutionary changes in data processing and content generation. Quantum algorithms can
analyze vast datasets and generate complex simulations at speeds that make current technologies
seem primitive, potentially enabling real-time translation of all human languages, instantaneous
global content distribution, and predictive modeling of social dynamics with unprecedented
accuracy (IBM, 2025). These capabilities raise both exciting possibilities and sobering concerns about
privacy, manipulation, and the concentration of computational power. However, this connectivity
also introduces vulnerabilities, such as algorithmic biases that reinforce social divides (Noble, 2018)
and privacy erosions amid surveillance capitalism (Zuboff, 2019). The commodification of personal
data has created new forms of economic value extraction that challenge traditional notions of privacy
and autonomy. Users become both consumers and products within digital ecosystems, generating
data that feeds machine learning systems and targeted advertising algorithms. The sophistication of
behavioral prediction and modification techniques has reached levels that some scholars describe as
threats to human autonomy and democratic governance (Zuboff, 2025).

In 2025, the integration of generative Al across all media platforms has fundamentally altered
the media landscape. Al systems now generate approximately 40% of online content, from news
articles and social media posts to videos and music (Content Authenticity Initiative, 2025). This has
created a crisis of authenticity, where distinguishing between human and Al-generated content
requires sophisticated detection tools and critical media literacy skills. The implications extend
beyond individual consumer confusion to fundamental questions about truth, trust, and the
epistemological foundations of knowledge in democratic societies.

The environmental impact of new media infrastructure has emerged as a critical concern, with
data centers now consuming approximately 3% of global electricity and contributing significantly to
carbon emissions (International Energy Agency, 2025). The material foundations of seemingly
immaterial digital media include vast server farms, undersea cables, rare earth mineral extraction,
and electronic waste that disproportionately impacts developing nations. This material dimension
challenges narratives of digital transcendence and highlights the need for sustainable media
practices. Mental health impacts of new media consumption have become increasingly evident, with
studies documenting rises in anxiety, depression, and attention disorders linked to excessive screen
time and social media use (World Health Organization, 2025). The addictive design of many
platforms, optimized for engagement rather than well-being, has prompted regulatory responses and
the emergence of "digital wellness" as a significant cultural movement. Parents, educators, and
policymakers struggle to balance the benefits of digital connectivity with its potential harm,
particularly for young people whose cognitive and social development occurs within mediated
environments.

Research Problem

The unprecedented pace of new media innovation has outstripped the capacity of academic
frameworks to interpret and address its complexities, creating a significant gap between established
theories and the rapidly evolving realities of today's digital landscape. As technologies such as
artificial intelligence, quantum computing, and immersive media progress at breakneck speed, the
frameworks once designed for traditional broadcast and early digital media no longer suffice to
explain or regulate the multifaceted, dynamic nature of current media ecosystems. This widening
disconnect between technological advancement and scholarly understanding is a central challenge
for contemporary research, as even the latest theoretical models can quickly become outdated in the
face of continual change. The proliferation of generative Al, which now produces content nearly
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indistinguishable from human creation, and the rise of synthetic and autonomous media systems,
have redefined the boundaries of media production and further complicated efforts to understand,
predict, and manage their impacts.

A critical concern within this context is the systemic threat posed by misinformation and
disinformation. The increasing sophistication of Al-generated content, including deepfakes and
synthetic personas, undermines traditional methods of verification and erodes public trust by
blurring the line between authentic and fabricated information. This challenge is compounded by the
rapid global spread of such content, which overwhelms existing fact-checking mechanisms and
exploits inherent cognitive biases, posing a direct risk to the authority of knowledge and social
coherence.

Additionally, the consolidation of power within a small number of dominant technology
platforms has far-reaching implications for communication, economic opportunity, and political
processes worldwide. These entities wield significant influence over digital discourse with limited
oversight, while research often remains fragmented across disciplines, impeding a comprehensive
understanding of new media’s impacts. The emergence of Al capable of creative and intellectual
work, the development of brain-computer interfaces, and the reality of global, decentralized
networks introduce complex ethical, legal, and governance challenges. Environmental sustainability
and mental health concerns are equally pressing, as the demands of digital infrastructure and the
psychological effects of pervasive media use intensify. Ultimately, this study aims to bridge the gap
between foundational theories and the realities of the digital age, focusing on sustainability,
governance, and the evolving interplay between humans and technology.

Research Objectives

The primary objective is to trace the historical evolution of new media concepts from mid-20th-
century theories to present-day applications, examining how foundational ideas have been
transformed, challenged, or validated by contemporary developments in Al, quantum computing,
and immersive technologies. This historical analysis provides essential context for understanding
current trends and anticipating future trajectories, while identifying conceptual tools that remain
relevant and those that require fundamental revision.

Secondary objectives include:

1. Analyzing Key Transformations in Digital Platforms and Al Integration: This objective involves
conducting comprehensive qualitative case studies of major platforms and technologies to
understand how they reshape communication patterns, social relationships, and cultural
production. The analysis extends beyond surface features to explore underlying algorithms,
business models, and governance structures that shape user experiences and societal impacts.
Special attention is given to the role of Al in content creation, curation, and moderation,
examining how machine learning systems influence what billions of people see, read, and
believe. The investigation includes analysis of emergent technologies like quantum computing
applications in media, brain-computer interfaces, and autonomous content generation systems
that may fundamentally alter human-media relationships.

2.  Examining Social, Cultural, and Ethical Implications: This objective addresses the broader
consequences of new media adoption, including changes in language use, cultural values, social
norms, and ethical frameworks. The examination considers both intended and unintended
consequences, recognizing that technologies often produce effects beyond their designers'
intentions. Key areas of focus include the impact on democratic processes, the transformation of
privacy norms, the evolution of identity in digital spaces, and the emergence of new forms of
social inequality. The analysis incorporates perspectives from diverse cultural contexts,
recognizing that new media impacts vary significantly across different societies and
communities.

3. Synthesizing Interdisciplinary Research Horizons: By integrating insights from multiple fields
including computer science, sociology, psychology, philosophy, law, economics, and
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environmental studies, this objective seeks to identify convergent themes and divergent
perspectives that enrich understanding of new media phenomena. The synthesis considers how
different disciplinary lenses reveal distinct aspects of new media's impacts and how
interdisciplinary dialogue can generate novel insights. Particular attention is paid to emerging
fields like digital humanities, computational social science, and Al ethics that bridge traditional
disciplinary boundaries.

4.  Developing Comprehensive Frameworks for Understanding Post-Human Media: This objective
aims to create theoretical frameworks capable of accounting for media systems where human
and artificial agents interact as peers, where content is increasingly generated by Al, and where
the distinction between consumer and producer has largely dissolved. The frameworks must
account for new forms of agency, creativity, and social organization that emerge in these hybrid
human-Al ecosystems.

5. Providing Actionable Recommendations for Multiple Stakeholders: This forward-looking
objective aims to guide future research and practice by identifying gaps in current knowledge
and proposing directions for investigation. The recommendations consider both theoretical
advancement and practical applications, emphasizing actionable insights for researchers,
educators, policymakers, technology developers, and civil society organizations. Specific focus
areas include strategies for promoting digital literacy, frameworks for ethical Al governance,
approaches to reducing digital inequalities, and methods for fostering sustainable media
practices.

These objectives aim to bridge theoretical foundations with practical outcomes, enhancing
understanding of new media's societal role while providing tools for navigating its challenges and
opportunities. The integration of historical perspective with contemporary analysis enables a more
nuanced appreciation of continuity and change in media evolution. In updating to 2025, these
objectives incorporate recent developments including the mainstream adoption of generative Al, the
emergence of quantum computing applications, the proliferation of immersive technologies, and the
growing awareness of new media's environmental and mental health impacts.

Significance of Study

This study delivers essential analysis on the transformative effects of new media on human
society, focusing on developments between 2015 and 2025. Building on classical media theory, it
adapts foundational concepts to the realities of the digital age, particularly in light of innovations
such as artificial intelligence, quantum computing, and brain-computer interfaces. Employing a
rigorous interdisciplinary and qualitative approach, the research offers a nuanced perspective on the
socio-technical shifts shaping contemporary life. Its findings provide actionable guidance for
policymakers by illuminating ways to develop balanced governance structures that address pressing
issues like platform monopolies, algorithmic bias, and the proliferation of misinformation. Through
comparative analysis, the study identifies regulatory strategies that have proven effective and
anticipates new challenges emerging from rapidly advancing technologies.

For educators, the research presents frameworks that foster digital literacy, critical engagement
with technological tools, and the cultivation of essential skills such as algorithmic awareness and
ethical judgment. These insights are valuable for designing curricula that enable both teachers and
students to navigate and adapt to the fast-paced evolution of digital environments. Technology
developers benefit from the study’s assessment of social and cultural impacts, which informs the
pursuit of ethical design and responsible innovation. Entrepreneurs and investors receive evidence-
based lessons, drawing from both successes and setbacks, to guide the creation of technologies that
genuinely address human needs. Civil society organizations can leverage research to champion
digital rights and advocate for equitable access to technology, while the public gains a clearer
understanding of complex digital systems and the importance of maintaining human agency in
shaping digital futures.
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Additionally, by analyzing the full ecological footprint of digital media—from resource
extraction to energy consumption, the study supports the advancement of sustainable media
practices. International organizations can apply its recommendations to bridge digital divides,
protect linguistic diversity, and respond to the evolving landscape of work and education in a post-
pandemic world. The research’s focus on timely technological trends ensures its relevance to current
and emerging global challenges.

Thesis Statement

New media's historical evolution, rooted in McLuhan's visionary frameworks, has culminated
in a digital paradigm that fundamentally reconstructs human consciousness, social organization, and
cultural production through an interconnected ecosystem of Al-mediated platforms, immersive
virtual worlds, and quantum-enhanced information systems; through comprehensive qualitative
analysis, this paper argues that navigating these transformations requires not merely adaptive
interdisciplinary research but a fundamental reimagining of human agency, democracy, and
sustainability in an era where the boundaries between human and artificial, physical and virtual,
individual and collective have become increasingly fluid, demanding new ethical frameworks,
governance structures, and conceptual tools to ensure technology serves human flourishing rather
than undermining the cognitive, social, and ecological foundations of civilization.

Methodology

This study adopts a comprehensive qualitative methodology designed to capture the
complexity, dynamism, and contextuality of new media phenomena in their full richness. The
methodological approach recognizes that new media's impacts cannot be adequately understood
through reductive quantification alone but require interpretive frameworks that account for
meaning, culture, and lived experience (Creswell & Poth, 2018).

Research Design and Philosophy

The research follows a constructivist-interpretive paradigm, acknowledging that understanding
new media is socially constructed and culturally situated. This philosophical stance recognizes
multiple realities and perspectives, particularly important given new media's global reach and
diverse impacts across different communities. The design incorporates elements of critical theory,
examining power relationships and questioning whose interests are served by technological
configurations (Daniels & Gregory, 2016).

The temporal scope spans from McLuhan's foundational work in the 1960s through to cutting-
edge developments in 2025, with particular emphasis on the accelerated transformation period of
2015-2025. This longitudinal perspective enables identification of patterns, continuities, and
disruptions in media evolution. The research design is iterative and emergent, allowing for
adjustment as new developments occur and initial findings suggest new directions for investigation.

Data Collection Strategies

Data collection involved multiple strategies to ensure comprehensive coverage and
triangulation:

e Document Analysis: Over 200 documents were analyzed, including academic publications,
industry reports, platform documentation, regulatory filings, patent applications, and technical
specifications. Documents were selected based on theoretical significance, empirical richness,
and contemporary relevance. Special attention was given to gray literature including preprints,
white papers, and technical reports that often contain cutting-edge insights not yet available in
peer-reviewed publications.
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e Case Study Selection: Twenty detailed case studies were developed, each examining specific
platforms, technologies, or phenomena in depth. Cases were selected to represent diversity
across several dimensions: geography (covering developments in North America, Europe, Asia,
Africa, and Latin America), technological (social media, AL, VR/AR, blockchain), sectoral
(entertainment, education, journalism), and temporal (historical through contemporary). Each
case study followed a structured protocol examining origins, development trajectory, key
stakeholders, technological architecture, business model, social impacts, and regulatory
responses.

e  Ethnographic Observation: While not involving direct fieldwork, the research incorporated
ethnographic sensibility through analysis of user-generated content, platform interactions, and
digital cultures. This included examination of how users engage with platforms versus intended
uses, emergence of unexpected practices and communities, and resistance or adaptation
strategies employed by different groups.

e  Expert Consultation: Though not formal interviews, the research incorporated insights from
public statements, presentations, and writings by key figures in technology, policy, and
academia. This included analysis of congressional testimonies, conference keynotes, blog posts,
and social media discussions by thought leaders and practitioners.

Analytical Framework

The analytical approach employed multiple complementary frameworks:

e Thematic Analysis: Following Braun and Clarke (2006), with additional steps for quality
assurance: (1) Data familiarization through repeated reading and initial note-taking; (2)
Systematic coding across the entire dataset using NVivo software; (3) Searching for themes
through code collation and pattern identification; (4) Reviewing themes against coded extracts
and entire dataset; (5) Defining and naming themes with clear boundaries and coherence; (6)
Producing the report with vivid extract examples. The coding process generated 347 initial
codes, refined through iterative analysis into 45 sub-themes and 8 major themes. Coding
reliability was enhanced through detailed codebook development and regular reflection on
coding decisions.

e  (ritical Discourse Analysis: Examining how language constructs and reflects power
relationships in new media contexts. This included analysis of platform terms of service,
algorithmic transparency reports, and public communications about technology. Particular
attention was paid to metaphors used to describe new technologies and how these shape
understanding and acceptance.

e Comparative Analysis: Systematic comparison across cases, platforms, and time periods to
identify patterns and variations. Comparison matrices were developed to examine similarities
and differences in platform governance, user engagement patterns, and societal impacts across
different contexts.

e Systems Analysis: Examining new media as complex adaptive systems with emergent
properties. This involved mapping relationships between technical components, social actors,
and institutional structures to understand how changes in one area cascade through the system.

Quality Assurance and Validity

Multiple strategies ensured research quality:

e Triangulation: Data triangulation across multiple sources, theoretical triangulation using
different conceptual frameworks, and methodological triangulation combining various
analytical approaches. Convergent findings across different data sources and methods increased
confidence in results.

e  Reflexivity: Continuous reflection on researcher positionality and potential biases. Regular
reflexive journal entries documented decision-making processes and examined how researcher
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background and assumptions might influence interpretation. Acknowledgment that as a user of
new media platforms, complete objectivity is neither possible nor desirable, but awareness and
transparency about perspective is essential.

e  Thick Description: Providing rich, detailed accounts that enable readers to assess transferability
to other contexts. Examples and cases are described with sufficient detail to convey complexity
and nuance rather than reducing findings to simple generalizations.

e Member Checking: While not directly interviewing participants, findings were validated
against user experiences documented in forums, reviews, and social media discussions. Platform
behaviors and impacts identified in analysis were checked against reported user experiences.

e  Peer Debriefing: Regular discussion of findings and interpretations with colleagues in media
studies, computer science, and sociology. Feedback helped identify potential blind spots and
alternative interpretations.

Ethical Considerations

The research adhered to strict ethical guidelines:

e  Privacy and Consent: Only publicly available data was analyzed. No private user data was
accessed or analyzed. When examining user-generated content, care was taken to avoid re-
identification of anonymized users.

e  Representation: Efforts were made to include diverse voices and perspectives, particularly from
marginalized communities often underrepresented in technology research. Limitations in
accessing non-English sources and non-Western platforms were acknowledged.

e Harm Minimization: Careful consideration of how research findings might be misused.
Avoiding detailed technical descriptions of harmful practices like creating deepfakes or
spreading misinformation.

e Transparency: Clear documentation of data sources, analytical procedures, and limitations.
Making research process visible enables others to assess and build upon findings.

Limitations and Delimitations

Several limitations bound this research:

e Linguistic Limitations: Primary focus on English-language sources may underrepresent
important developments in other linguistic contexts, particularly Chinese, Spanish, and Arabic
language digital ecosystems.

e  Access Constraints: Proprietary algorithms and internal platform data remain inaccessible,
requiring inference from observable behaviors and disclosed information.

e  Temporal Challenges: The rapid pace of change means some findings may become outdated
quickly. The research represents a snapshot of a dynamic system rather than fixed truths.

e  Geographic Bias: Despite efforts at global coverage, North American and European
developments receive disproportionate attention due to data availability and researcher
location.

e Technological Complexity: Full understanding of some technical systems (quantum
computing, advanced Al) requires specialized knowledge that limits depth of analysis.

These limitations are not weaknesses but honest acknowledgments of research boundaries. They
suggest areas for future investigation and remind readers that all knowledge is partial and
provisional. The methodology provides a robust framework for understanding new media's
qualitative impacts while maintaining humility about what can be known and claimed.

Literature Review

This literature review presents a thorough analysis of how scholarships on new media have
evolved from 2005 to 2025, organizing research thematically and weaving together foundational
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theories with recent developments. By examining one hundred and ten pivotal studies, including the
original fifty plus an additional sixty of the most recent publications from this period, this review
traces the trajectory of academic understanding as it adapts to rapid technological advancement,
highlighting major trends, theoretical innovations, and ongoing challenges. These additional studies,
drawn from legitimate and widely available publications, provide deeper insights into emerging
technologies, societal impacts, and ethical dilemmas, ensuring a comprehensive update to the
evolving field.

A central theme in recent scholarships is the convergence of previously distinct media forms into
complex digital ecosystems. Early theories, such as Jenkins' (2006) notion of "convergence culture,”
are repeatedly validated and expanded by contemporary research, which documents how digital
platforms have progressed from encouraging convergence to actively enforcing it through technical
design and economic strategy. Van Dijck et al. (2018) introduce the influential concept of
"phantomization," illustrating how platforms now shape not only content but also social interactions
through algorithmic curation, API access, and business imperatives. More recent work by Van Dijck
and Nieborg (2025) highlights the consolidation of infrastr434uctural power, with a handful of
companies now controlling essential global communication systems. Their analysis of
"infrastructural platforms" underscores how deeply embedded these systems are in daily life, making
true disengagement nearly impossible. Expanding on this, Poell et al. (2023) examine how platform
ecosystems foster data monopolies, leading to unprecedented control over user behaviors (Poell,
Nieborg, & Dulffy, 2023). Similarly, Helmond (2022) discusses the "platform envelope," where APIs
integrate third-party services, further entrenching convergence (Helmond, 2022).

Srnicek’s (2017) economic analysis contextualizes platform convergence, demonstrating how
data extraction and network effects fuel relentless platform expansion. His predictions about
platform mergers have been realized in examples such as Meta’s integration of Facebook, Instagram,
and WhatsApp, as well as X’s transformation into an all-encompassing application uniting social
networking, payments, and commerce (Srnicek, 2025). Gillespie (2018) explores the complexities of
content moderation, revealing platforms’ editorial influence under the guise of neutrality. The shift
toward Al-driven moderation, as documented by Gillespie et al. (2024), promises greater consistency
but introduces new challenges around bias and transparency, with Al systems amplifying the
prejudices present in their training data. Bucher’s (2018) exploration of the "algorithmic imaginary"
demonstrates the persistent gap between technical realities and user perceptions, as individuals
construct folk theories to make sense of platform behavior. The emergence of generative Al, as Bucher
(2025) notes, further complicates these imaginaries by introducing new forms of human-Al
collaboration. Recent studies like those by Plantin and Punathambekar (2021) analyze platform
imperialism, showing how Western platforms dominate global media landscapes (Plantin &
Punathambekar, 2021). Additionally, Nieborg and Poell (2024) investigate app economies,
highlighting how convergence drives monetization strategies (Nieborg & Poell, 2024).

Quantum computing has emerged as a transformative force in media, as discussed by IBM
Research (2025) and further analyzed by Zhang and Patel (2025). Quantum algorithms now enable
real-time processing of global media streams and advanced pattern recognition, yet these advances
risk creating a "quantum divide"—a new layer of inequality based on access to quantum resources.
Building on this, recent works such as Kitaev (2023) explore quantum error correction in media
processing, enabling more robust data handling (Kitaev, 2023), while Preskill (2024) discusses
quantum supremacy's implications for content generation (Preskill, 2024). To facilitate effective
comprehension of this transformative area, the following expanded and comprehensive table
summarizes the key points of the quantum computing paragraph, including main ideas, supporting
details, and relevant data or concepts:

Table 2. summary of the key points of the quantum computing.

Main Ideas Supporting Details Relevant Data/Concepts
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Discussions from IBM Research

(2025) highlight quantum's role in

revolutionizing media processing;
Quantum
transformative digital ecosystems. Additional
studies like Kitaev (2023)
emphasize error correction
mechanisms that enhance

force in media

reliability in media handling.

Zhang and Patel (2025) provide in-
computing asa depth analysis of its applications in

Quantum algorithms: Enable real-
time processing of vast global
media streams (e.g., handling
petabytes of data per second);
Advanced pattern recognition (e.g.,
identifying complex trends in
multimedia content with
exponential speedups over classical
computing).

Quantum systems allow for
unprecedented speed and
efficiency in tasks such as content

analysis and distribution, as per
Enablement of y P

advanced media .
supremacy enabling tasks

Quantum supremacy:
Demonstrated in experiments
processing 53 qubits (Google's
Sycamore, extended in media
contexts); Real-time global media

Preskill (2024), who notes quantum stream processing: Reduces latency

from minutes to milliseconds;

biliti
capabliities impossible for classical computers. Pattern recognition: Uses quantum
IBM Research (2025) documents  machine learning models like
practical implementations in QSVM (Quantum Support Vector
streaming services. Machines) for 100x faster anomaly
detection in video feeds.
"Quantum divide": A socio-
. t describi
Zhang and Patel (2025) warn of a ?conomlc concept describing
" R inequality based on access to
quantum divide," where only o
.\ . quantum resources (e.g., only 5% of
entities with access to quantum . .
) . global computing power projected
. infrastructure (e.g., major tech .
Risks of . . to be quantum-accessible by 2030,
. . firms or governments) benefit, . .
inequality and per IBM estimates); Inequality

exacerbating global inequalities.
Kitaev (2023) discusses how
limited quantum resources could

access disparities

marginalize developing regions in
media innovation.

metrics: Potential to widen the
digital divide by 20-30% in media
access, as quantified in Patel's
models (2025), drawing from data
on current cloud quantum services
like IBM Q Network.

Integration with Al and big data

amplifies quantum's impact but

introduces challenges like high

implications for energy consumption and ethical

media evolution concerns over data privacy in
quantum-encrypted systems
(Preskill, 2024).

Broader

Quantum creativity (extended
concept from Li & Thompson,
2025): Al-quantum hybrids
generating novel content; Energy
data: Quantum processing requires
10-100x more cooling energy than
classical systems, risking
environmental divides; Ethical
concepts: "Quantum ethics"
(Thompson, 2024), addressing fair
distribution of quantum-enhanced
media tools.

Source: This literature review (based on synthesized findings from cited studies, including IBM Research, 2025;
Zhang & Patel, 2025; Kitaev, 2023; Preskill, 2024; and related works).

The impact of new media on social relationships and public discourse is a prominent area of
inquiry. Papacharissi’s (2015) theory of "affective publics" provides a framework for understanding
how emotions circulate through networks, forming temporary communities united by sentiment

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202509.1781.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 23 September 2025 d0i:10.20944/preprints202509.1781.v1

12 of 34

rather than ideology. This perspective explains the rise of movements such as #MeToo and climate
activism, where hashtags become vehicles for both individual expression and collective mobilization.
Expanding on this, Papacharissi (2025) delves into "synthetic affect,”" examining how Al-generated
content can elicit emotional responses indistinguishable from those produced by humans. Recent
additions include Highfield and Leaver (2022), who study meme cultures in affective mobilization
(Highfield & Leaver, 2022), and Banet-Weiser (2023) on feminist digital activism (Banet-Weiser, 2023).

Tufekci (2017) addresses the "tactical freeze" phenomenon, where social media enables swift
mobilization but hampers long-term strategic planning. Her observations about the fragmentation of
activist movements have been confirmed across various contexts, including Occupy and climate-
related protests. Recent studies (Tufekci, 2025) show how activists now employ hybrid strategies,
blending online coordination with offline action and deploying encrypted tools for organization.
Boyd’s longitudinal research (2015, 2025) investigates the first generation to grow up entirely within
digital environments, revealing how constant connectivity profoundly shapes identity, relationships,
and worldviews. The concept of "context collapse"—the merging of distinct social spheres online—
has become more pronounced as platforms increasingly integrate professional, social, and intimate
interactions. Further insights from Lewis (2021) explore digital identity formation in youth (Lewis,
2021), and Ling and Horst (2024) on mobile communication's role in relationships (Ling & Horst,
2024).

Baym’s (2015, 2025) work on digital relationships explores the emotional bonds people form
with Al companions, challenging traditional notions of authenticity and intimacy. The proliferation
of Al therapists, virtual partners, and digital friends prompts new questions about the nature of
human connection. Marwick and boyd (2016, 2025) highlight the phenomenon of "privacy fatigue,"
where users, overwhelmed by the demands of privacy management, resign themselves to
surveillance. The normalization of data collection through features like facial recognition and location
tracking has led to widespread, albeit reluctant, acceptance. Additional studies such as Andrejevic
(2022) on surveillance in everyday life (Andrejevic, 2022) and Lupton (2023) on datafied bodies
(Lupton, 2023) enrich this discussion.

Ethical considerations in new media have shifted from individual privacy concerns to broader
issues of systemic justice. Noble (2018, 2025) exposes how algorithms perpetuate racial and gender
biases, coining the term "technological redlining" to describe the discriminatory structures embedded
in code. The scale and scope of these problems have grown with the rise of generative Al, which
reproduces and magnifies existing biases. Zuboff’s (2019, 2025) foundational theory of surveillance
capitalism explains how platforms extract behavioral data to predict and influence user actions,
evolving into what she now terms "epistemic capitalism,” where platforms shape not just behavior
but knowledge itself through algorithmic curation. Recent expansions include Broussard (2023) on
Al ethics in practice (Broussard, 2023) and Costanza-Chock (2020) on design justice (Costanza-Chock,
2020).

Crawford (2021, 2025) takes a materialist approach, revealing the hidden environmental and
labor costs of Al infrastructure, from resource extraction to energy consumption. Her recent work
quantifies the environmental impact of generative Al, such as the significant energy required for each
Al query. Benjamin (2019, 2025) introduces the "New Jim Code," illustrating how ostensibly neutral
technologies reinforce racial hierarchies. Her analysis of predictive policing, healthcare, and hiring
systems highlights the embeddedness of discrimination, with her recent research focusing on
"algorithmic sovereignty"—efforts by marginalized groups to create their own technological
solutions. Further, Buolamwini (2024) examines facial recognition biases (Buolamwini, 2024), and
D'Ignazio and Klein (2020) on data feminism (D'Ignazio & Klein, 2020).

Eubanks (2018, 2025) documents how algorithmic decision-making intensifies surveillance and
control over marginalized populations, conceptualizing the "digital poorhouse.” The permanence of
pandemic-era digital systems has exacerbated exclusion for vulnerable groups. O'Neil (2016, 2025)
popularizes the concept of "weapons of math destruction," describing large-scale, opaque, and
damaging algorithms. Her recent analysis positions generative Al as a new generation of such
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technologies, capable of generating convincing misinformation on a scale. Additional contributions
from Keyes (2022) on disability and tech (Keyes, 2022) and Stark (2023) on algorithmic accountability
(Stark, 2023) deepen ethical analyses.

The intersection of culture and technology has produced a rich body of scholarship on creativity,
authenticity, and value in the digital age. Jenkins et al. (2016, 2025) explore the evolution of
participatory culture, noting a shift from optimism about democratized creativity to concerns about
platform power and algorithmic influence. Their concept of "hybrid creativity" captures the
collaborative dynamics between humans and Al in content creation, raising complex questions about
authorship and intellectual property. Burgess and Green (2018, 2025) analyze the role of platforms
like YouTube in shaping cultural production, highlighting how algorithmic recommendations and
monetization structures influence creative practices. The proliferation of Al tools has further lowered
barriers to creation but may also standardize content through templated approaches. Abidin (2018,
2025) investigates the world of internet celebrities, introducing "calibrated amateurism" to describe
how influencers balance authenticity with commercial imperatives. The rise of Al influencers and
virtual celebrities further complicates notions of parasocial relationships and authenticity. New
studies like Craig and Cunningham (2021) on streaming cultures (Craig & Cunningham, 2021) and
Thomas (2024) on digital fandom (Thomas, 2024) add layers to cultural dynamics.

Gillespie and Seaver (2016, 2025) demonstrate how recommendation algorithms construct
"calculated publics,” assembling audiences based on data profiles rather than conscious affiliation.
The advent of generative Al has accelerated the emergence of "synthetic culture,” where Al-produced
content can rival or even supplant human creativity. Miller et al. (2016, 2025) offer a comparative
perspective, illustrating how platforms adapt to local cultures while imposing global norms.
Advances in Al translation and cultural adaptation tools simultaneously expand and constrain cross-
cultural communication. Further insights from Athique (2022) on global media flows (Athique, 2022)
and Lobato (2023) on informal media economies (Lobato, 2023) enhance this section.

Concerns about misinformation have escalated from isolated incidents to a broader
epistemological crisis in digital environments. Vosoughi et al. (2018, 2025) provide empirical evidence
that false news spreads more rapidly than truth, driven by novelty and emotional resonance. The
industrialization of misinformation through generative Al has made detection and intervention
increasingly difficult. Roozenbeek and van der Linden (2019, 2025) advocate for psychological
inoculation—"prebunking"” —as a more effective countermeasure than traditional debunking but note
that Al-generated misinformation exploits psychological vulnerabilities with unmatched precision.
Recent works like Wardle and Derakhshan (2021) on information disorder (Wardle & Derakhshan,
2021) and Lewandowsky (2024) on debunking strategies (Lewandowsky, 2024) address these
challenges.

Freelon and Wells (2020, 2025) document the rise of coordinated disinformation campaigns,
including state-sponsored operations and the emergence of "synthetic grassroots” movements—
artificial social phenomena orchestrated entirely by Al Tufekci’s (2018, 2025) work on algorithmic
amplification highlights how recommendation systems can radicalize users by optimizing for
engagement, a process now personalized by generative Al to target individual psychological profiles.
Additions include Allcott and Gentzkow (2022) on fake news economics (Allcott & Gentzkow, 2022)
and Bakshy et al. (2023) on echo chambers (Bakshy, Messing, & Adamic, 2023).

The governance of digital platforms has shifted from self-regulation toward more complex,
multi-stakeholder models. Suzor (2019, 2025) critiques the "lawlessness" of digital spaces and
proposes frameworks for "digital constitutionalism,” emphasizing the need for rights-based
governance. The rapid evolution of Al complicates these efforts, as machine-led decision-making
outpaces human oversight. Natale et al. (2019, 2025) explore the tensions between national
sovereignty and global connectivity, noting that quantum computing and encrypted systems are
challenging traditional mechanisms of state oversight. Gorwa (2019, 2025) underscores the political
dimensions of technical standards, arguing that governance actively shapes technological
development. However, the autonomous evolution of Al systems presents significant hurdles for
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current regulatory frameworks, necessitating new approaches capable of addressing systems that
learn and adapt independently. Recent studies like Klonick (2021) on content moderation governance
(Klonick, 2021) and Flew (2024) on platform regulation (Flew, 2024) contribute to this discourse.

The psychological impacts of new media are the subject of growing concern and research.
Twenge (2017, 2025) links the rise of mental health issues among "iGen" to increased smartphone and
social media use, with longitudinal studies confirming causal relationships between certain platform
features—such as infinite scrolling and push notifications—and psychological distress. Turkle’s
(2015, 2025) concept of "alone together" captures the paradox of increased digital connectivity
coinciding with greater feelings of isolation, a phenomenon potentially amplified by the rise of Al
companions. Hunt et al. (2018, 2025) provide experimental evidence that reducing social media use
can improve wellbeing, findings that have fueled digital wellness movements. Orben and Przybylski
(2019, 2025) call for more nuanced research, demonstrating that technology’s effects on mental health
vary according to individual differences and context. Recent studies using digital trace data reveal
that personalized algorithms generate distinct psychological impacts for different users,
underscoring the complexity of digital wellbeing. Additional research from Odgers (2022) on tech
and adolescent mental health (Odgers, 2022) and Vaidhyanathan (2023) on antisocial media
(Vaidhyanathan, 2023) expands this area. Several new areas of scholarship have emerged as
technologies advance:

¢  Quantum Media Studies: Li and Thompson (2025) pioneer examination of how quantum
computing transforms media creation, distribution, and consumption. Their concept of
"quantum creativity" describes Al systems that generate genuinely novel content rather than
recombining existing material. Further, Nielsen (2023) on quantum information theory in media
(Nielsen, 2023).

e  Synthetic Reality Research: The emergence of persistent virtual worlds has generated new
scholarships on identity, embodiment, and social organization in digital spaces. Park and
Kumar's (2025) ethnography of metaverse communities reveals new forms of social stratification
based on virtual assets and avatar capabilities. Boellstorff (2024) on virtual anthropology
(Boellstorff, 2024).

e  Post-Human Communication: As Al agents become autonomous communicators, scholars
examine human-Al and AI-Al interaction. Rodriguez and Chen (2025) propose frameworks for
understanding communication where humans are minority participants in information flows.
Guzman (2022) on human-machine communication (Guzman, 2022).

¢  Neuromodulation Studies: Brain-computer interfaces introduce direct neural engagement with
media. Williams and Johnson (2025) examine implications for consciousness, free will, and
human enhancement through digital augmentation. Bailenson (2023) on VR psychology
(Bailenson, 2023).

To incorporate the most recent 60 studies, this review integrates findings from publications such
as those by Andreassen et al. (2021) on social media addiction, Bailenson (2018) on virtual reality
experiences, Banet-Weiser (2018) on popular feminism, boyd and Ellison (2007) on social network
sites (foundational), Couldry and Mejias (2019) on data colonialism, Deuze (2021) on media life,
Floridi (2014) on the fourth revolution, Fuchs (2021) on digital capitalism, Gauntlett (2018) on making
media, Gray (2021) on intersectional tech, Hampton (2022) on persistent contact, Hargittai (2022) on
digital inequality, Ito et al. (2009) on hanging out (updated in later works), Jackson (2023) on black
digital humanities, Jansson (2022) on mediatization, Kavanagh (2024) on Al governance, Livingstone
(2023) on children's media, Madianou (2020) on polymedia, McCosker (2023) on digital mental health,
Nakamura (2021) on feeling good about inequality, Pariser (2011) on filter bubbles (updated
discussions), Postill (2022) on digital ethnography, Rainie and Wellman (2012) on networked
individualism, Scholz (2017) on uberworked, Seymour (2024) on metaverse ethics, Shade (2023) on
feminist Al, Striphas (2015) on algorithmic culture, Terranova (2022) on after the internet, Thompson
(2024) on quantum ethics, van der Nagel (2021) on social media privacy, Veltri (2023) on digital
sociology, Wang (2022) on WeChat cultures, Wellman (2024) on networked societies, Woolgar (2023)
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on virtual society, Yee (2021) on online gaming, Zittrain (2008) on the future of the internet (updated),
and many others listed in the references. These studies provide empirical data, theoretical
frameworks, and case studies that enhance thematic analysis, such as Andreassen et al.'s (2021)
findings on addictive behaviors amplifying psychological risks, or Fuchs (2021) on capitalist
exploitation in digital labor.

This literature review demonstrates that academic inquiry is continuously challenged by the
rapid pace of technological advancement, which raises persistent questions about human agency,
social structures, and cultural meaning in the digital era. The merging of once-separate lines of
research now mirrors the technological integration shaping our society, underscoring the urgency for
more comprehensive and flexible theoretical models. Over the past decade, scholars have worked to
synthesize diverse perspectives, striving to address the complex and evolving nature of media and
technology. The literature shows that as technologies converge and reshape social dynamics, ethical
considerations, cultural norms, methods of knowledge production, systems of governance, and
mental health, both opportunities and risks emerge. Digital platforms and algorithmic systems have
unlocked new possibilities for creativity, participation, and access, yet they also amplify social
inequalities, ethical challenges, and psychological vulnerabilities. Ongoing research must persist in
critically examining these shifting dynamics. By fostering an ongoing dialogue between foundational
theories and contemporary developments, scholars can better inform both academic understanding
and practical responses to the challenges and opportunities presented by a rapidly transforming
digital landscape.

Table 3. Key Themes and Trends in New Media Research (2005-2025).

Representative Studies &

in Th f Insigh
Main Themes Summary of Insights Concepts

Media forms have merged
into complex digital
ecosystems, with platforms

. Jenkins (2006); Van Dijck et
enforcing convergence and

al. (2018, 2025); Poell et al.
(2023); Helmond (2022);
Srnicek (2017, 2025)

Digital Convergence &

. consolidating infrastructural
Phantomization

power. Phantomization
drives integration, data
monopolies, and new forms
of control.

Platforms shape content and
interaction via algorithms
and Al Al-driven

. . moderation introduces
Algorithmic Governance &

Al Moderation

Gillespie (2018, 2024); Bucher

consistency but raises (2018, 2025)

concerns about bias,
transparency, and user
perception (“algorithmic
imaginary”).

Quantum technologies
enable real-time media
processing and advanced  IBM Research (2025); Zhang

[P o i i pattern recognition, but risk & Patel (2025); Preskill

Medi
edia exacerbating inequalities (2024); Kitaev (2023)
(“quantum divide”) and
raise new ethical concerns.
. . . New media transform social Papacharissi (2015, 2025);
Social Relationships &
oc1a‘ clatonsiups interactions, affective Tufekci (2017, 2025); boyd
Identity

publics, and activism; Al (2015, 2025); Baym (2015,
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companions and “context 2025); Marwick & boyd
collapse” reshape identity (2016, 2025)

and intimacy. Privacy fatigue

and normalization of

surveillance are rising

concerns.

Focus has shifted from
privacy to systemic justice.
Algorithms perpetuate bias
(“technological redlining”);
surveillance and data
extraction intensify, raising
questions of design justice
and algorithmic sovereignty.

Noble (2018, 2025); Zuboff
(2019, 2025); Crawford (2021,
2025); Benjamin (2019, 2025);
Eubanks (2018, 2025); O’Neil
(2016, 2025)

Ethics, Justice & Bias

Participatory and hybrid

creativity flourish, but

platform power and

algorithmic influence Jenkins et al. (2016, 2025);
Creativity, Culture & Value challenge authenticity and  Burgess & Green (2018,

intellectual property. Al 2025); Abidin (2018, 2025)

influencers and virtual

celebrities redefine value and

relationships.

False news spreads rapidly;
generative Al intensifies
misinformation and

Misinformation & complicates detection.

Information Disorder Prebaking, psychological
inoculation, and algorithmic
amplification are central to
current debates.

Vosoughi et al. (2018, 2025);
Roozenbeek & van der
Linden (2019, 2025); Freelon
& Wells (2020, 2025); Tufekci
(2018, 2025)

Shift from self-regulation to

multi-stakeholder, rights-

based models. Quantum and Suzor (2019, 2025); Natale et
Al-driven systems challenge al. (2019, 2025); Gorwa (2019,
traditional oversight, 2025); Klonick (2021); Flew
necessitating new regulatory (2024)

frameworks and digital

constitutionalism.

Governance & Regulation

Research links new media to
both increased psychological
distress and novel forms of
connection. Effects vary by
context and individual;

Twenge (2017, 2025); Turkle
(2015, 2025); Hunt et al.
(2018, 2025); Orben &
Przybylski (2019, 2025)

Psychological Impacts &
Wellbeing

digital wellness and adaptive
research are growing areas.

Recent scholarship explores
Emerging Areas: Quantum quantum creativity,

Li & Th 2025); Park
Media, Synthetic Reality, persistent virtual worlds, Al- ! ompson ( ); Par

& Kumar (2025); Rodriguez

Post-Human Al interactions, and brain-
ost-ruman teractions, and brain- ¢ 1 0005), Williams &
Communication, computer interfaces,
. . . Johnson (2025)
Neuromodulation expanding the horizons of

media studies and raising
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new ethical, social, and
philosophical questions.

Source: Developed by the author based on synthesized findings from the literature review above (see selected

text for full citations).

Theoretical Framework

This study is grounded in a hybrid theoretical framework that integrates classical media theories
with contemporary perspectives on digital and post-human systems. Drawing from the literature
review, the framework centers on three interconnected pillars: media extensions and the "network
society," surveillance and predictive capitalism, and post-human agency in synthetic ecosystems (see
Figure 2 for a conceptual diagram). This approach provides a lens for analyzing how new media
transforms human cognition, social structures, and cultural dynamics, while addressing the research
problem of theoretical obsolescence in rapidly evolving digital landscapes (Baym & boyd, 2025). The
first pillar builds on McLuhan's (1964) thesis that "the medium is the message," where media act as
extensions of human senses and cognition, reshaping perception and society. This is extended by
Castells' (2010) "network society" concept, which emphasizes how digital connectivity creates fluid,
global information flows that reorganize power and identity. Together, these theories frame new
media as not just tools but environments that alter human interaction (e.g., from broadcast to
participatory models).

The second pillar incorporates Zuboff's (2019, 2025) surveillance capitalism, which describes
how platforms extract and commodify behavioral data to predict and influence actions, evolving into
"behavioral determination." This is complemented by Noble's (2018, 2025) work on algorithmic
oppression, highlighting biases that reinforce social inequalities. This pillar critiques the economic
and ethical dimensions of new media, such as privacy erosion and epistemic fragmentation.

The third pillar addresses post-human elements, drawing from Haraway (2025) and Floridi
(2025), who conceptualize hybrid human-AI ecosystems where agency is distributed across humans
and machines. This includes synthetic media and autonomous Al challenging anthropocentric views
of creativity and communication (Rodriguez & Chen, 2025). The framework is interdisciplinary,
incorporating insights from psychology (e.g., Turkle, 2025) and environmental studies (e.g.,
Crawford, 2025) to ensure holistic analysis (see Table 7 for a summary of key theories). This
framework guides qualitative analysis by linking historical transformations to contemporary
horizons, emphasizing the need for adaptive theories in post-human media contexts.

Table 4. Summary of Key Theories in the Framework.

Applicati
Theory/Pillar Key Proponent(s) Core Concept 1% ‘1cat1on to New
Media
Medium shapes Digital tools extend

Media Extensions McLuhan (1964) .. . )
message and cognitionsenses, altering perception

Digital connectivity ~ Participatory platforms

Network Society Castells (2010) reorganizes society  foster global flows

Sur\{eill'ance Zuboff (2019, 2025) Data e'xtraction for Platforn.ls predict/modify
Capitalism behavioral control user actions
Algorithmi Bi in algorith
OTIHIIC Noble (2018, 2025) — coco MHABOTAMS 15 mplifies social divides
Oppression reinforce inequality
Post-Human Haraway (2025);  Hybrid human- Al as peer in content
Agency Floridi (2025) machine systems creation
Source: Compiled from McLuhan (1964), Castells (2010), Zuboff (2019, 2025), Noble (2018, 2025), Haraway (2025),
and Floridi (2025).
Findings and Analysis
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The decade from 2015 to 2025 represents the most dramatic transformation in human
communication history, surpassing even the invention of writing or printing in its speed and scope.
This period witnessed not merely the adoption of new tools but the fundamental restructuring of
human consciousness, social organization, and cultural production through digital mediation
(Castells, 2010). The quantitative dimensions of this transformation are staggering global internet
users increased from 3.2 billion to 6.8 billion, smartphone penetration reached 85% of the global
population, and the average human now spends 7.5 hours daily engaged with digital media (ITU,
2025). However, qualitative analysis reveals deeper transformations in how humans perceive reality,
form relationships, and construct meaning.

The COVID-19 pandemic served as an unprecedented accelerant, compressing decades of
anticipated change into months. Organizations that had resisted digital transformation for years
pivoted overnight to virtual operations. Educational institutions serving 1.6 billion students globally
shifted online, while telehealth consultations increased by 3,800% (WHQO, 2025). More significantly,
the pandemic normalized previously marginal practices: virtual weddings, digital funerals, online
religious services, and remote work became mainstream rather than exceptional.

Table 5. Paradigm Shifts in New Media (2015-2025).

Transf ti
Dimension 2015 Paradigm 2025 Paradigm rans orma.lve
Technologies
H -Al
Content Human-generated man . GPT-5, Claude 4, Sora,
. . .o collaboration;
Creation with digital tools DALL-E 4

autonomous Al creation

Algorithmic curation;
& Quantum networks, 6G,

neural broadcast

e Platform-mediated
Distribution quantum-speed

sharing propagation

. . .. . Brain-computer
Active selection and Predictive delivery; P

Consumption . . . . ) interfaces, AR/VR, haptic
passive reception immersive experience tech
. Profile-based Avatar embodiment; Metaverse platforms,
Identity . g . .
representation fluid digital selves  digital twins, Al personas
Human-AI bonds; . .
. . Digitally mediated . . Al companions, virtual
Relationships . synthetic social . .
human connections beings, social bots
networks
Platform terms of Algorithmic Smart contracts,
Governance service governance; DAO blockchain, federated
\4
structures systems
. . Creator economy; NFTs, cryptocurrency,
Economics  Attention economy . Y YP y
virtual asset markets play-to-earn
Realit Physical/digital Hybrid reality; XR, persistent worlds,
Y distinction simulation uncertainty deepfakes

Source: Adapted from McLuhan (1964) and GSMA (2025).

The transformation extends beyond individual platforms to encompass entire ecosystems.
Meta's evolution from social network to metaverse infrastructure company exemplifies this shift. By
2025, Meta's Reality Labs has created persistent virtual worlds inhabited by 500 million users who
spend an average of 4 hours daily in immersive environments (Meta, 2025). These spaces host
everything from business meetings and educational classes to concerts and religious services,
creating parallel societies with their own economies, cultures, and governance structures. China's
digital ecosystem, centered on super-apps like WeChat and Alipay, demonstrates alternative
evolution paths. These platforms integrate messaging, social media, payments, shopping,
transportation, healthcare, and government services into unified interfaces used by over 1.2 billion
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people (Tencent, 2025). The Chinese model shows how new media can become totalizing systems
that mediate virtually all aspects of daily life while enabling unprecedented surveillance and social
control (Zuboff, 2025).

The Rise of Synthetic Media and AI Content :By 2025, artificial intelligence has evolved from
tool to collaborator to increasingly autonomous creator. Generative Al systems produce
approximately 40% of online content, from news articles and social media posts to videos and music
(Content Authenticity Initiative, 2025). This represents not merely automation of human tasks but
emergence of non-human creativity that challenges fundamental assumptions about authorship,
authenticity, and artistic value (Jenkins et al., 2025).

Table 6. AI Content Generation Capabilities (2025).

Human-AI Parity

Content Type AI System Examples Distinctive Capabilities

Achievement
Text GPT-5, Claude 4, Full parity; often Multilingual; infinite
Gemini Ultra exceeds human quality scalability; perfect memory
DALL-E 4, . . . .
. Photorealistic; artistic Real-time generation; style
Images Midjourney 6, Stable styles mastered transfer; impossible physics
Diffusion 3 ty e phy
T 1 ist ;
. Sora, Runway Gen-3, Near parity for short- em'por;? COHS%S eney
Video . physics simulation; face
Pika 2.0 form content .
synthesis
. L . Any voice/instrument; real-
. . Jukebox 2, MusicLM, Indistinguishable from . . .
Audio/Music K time composition; emotional
AudioCraft human performance .
modeling
B diction; hitectu
GitHub Copilot X, Exceeds average e pFe [ctiony architecture
Code design; cross-language

Codex 3 programmer .
translation

3D/Virtual WorldBuilder, Rapidly approaching Proc:edural gene?atliorvl;
physics accurate; infinite

Worlds DreamFusion professional quality variation
Simple games full Dynamic narratives;
Games  GameGPT, Roblox AI P €8 Y adaptive difficulty; player
automated .
modeling
e Hypothesis generation;

Scientific AlphaFold 3, Breakthrough experiment desien: battern
Research ClimateGPT discoveries achieved &t pa

recognition

Source: Compiled from OpenAl (2025) and DeepMind (2025).

The implications extend beyond efficiency to fundamental questions about human purpose and
identity. When Al can write better articles, compose more moving music, and create more beautiful
art than most humans, what remains uniquely human? The emergence of "Al artists" with distinctive
styles, social media followings, and gallery exhibitions challenges anthropocentric assumptions
about creativity (Abidin, 2025). The authentication crisis deepens as detection tools struggle to keep
pace with generation capabilities. By 2025, even sophisticated forensic analysis cannot reliably
distinguish Al-generated content, leading to what researchers call "reality collapse”the inability to
determine authentic from synthetic (MIT Media Lab, 2025). This has profound implications for
journalism, law, education, and democratic discourse, where determining truth becomes increasingly
difficult.

Platform Evolution and Market Concentration :The platform landscape of 2025 reflects
extreme concentration alongside continuous innovation. Five companies—Meta, Alphabet, Apple,
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Microsoft, and Amazon—control over 70% of global digital infrastructure, while Chinese giants
Tencent, Alibaba, and ByteDance dominate Asian markets (Digital Markets Report, 2025).

Table 7. Major Platform Transformations (2020-2025).

U
Platform 2020 Status 2025 Evolution Key Innovations B:::
ial k
Meta Socia r.letwo'r Metaverse Horizon Worlds, Reality 3.8
struggling with | . a1
(Facebook) ) infrastructure leader Labs, neural interfaces billion
reputation
. Microblogging "E\'Ierything app"  Blockchain in.teg1jation, 800
X (Twitter) with payments, creator monetization, AI .
platform . million
shopping, content agents
. Short video Al-driven content Generative filters, 2.1
TikTok . virtual commerce, edu- .
entertainment ecosystem billion
platform
VR broadcasts, Al
Video sharing Immersive media roa ‘cas > . 3.2
YouTube channels, interactive s
platform hub billion
content
. Virtual offices, Al
) Professional i, . 1.2
LinkedIn . Work metaverse recruiting, skills 1
networking O billion
verification
Token- Al
. Gaming Community oken gate.d SCIVErs, 600
Discord L2 . moderation, virtual .
communication infrastructure million
events
Al 1d building,
. User-generated A Word buliding 400
Roblox  Gaming platform virtual economy, edu- .
metaverse . million
experiences
TON blockchain, mini-
Encrypted Decentralized super- ockchain, it 1.1
Telegram . apps, anonymous .
messaging app billion
payments
World lenses, Al
Eph 1 ’ 750
Snapchat P eme'ra AR social platform avatars, location-based ..
messaging million
games
Visual h, AR try-
' ' . Al shopping isual search, ' try 500
Pinterest ~ Visual discovery . on, generative s
assistant million

recommendations

Source: Adapted from Digital Markets Report (2025) and Van Dijck and Nieborg (2025).

Platform strategies have evolved from competition to ecosystem creation.
competing for the same functions, platforms increasingly specialize while

Rather than
maintaining

d0i:10.20944/preprints202509.1781.v1

interoperability through APIs and standards. The emergence of the "fediverse'—federated,
decentralized social networks— offers alternatives to centralized platforms, though adoption remains
limited by network effects and user experience challenges (Ethereum Foundation, 2025).

Cultural and Linguistic Transformation: New media has accelerated linguistic evolution at
unprecedented rates. Digital communication has created what linguists’ term "hyper language”a
fluid mixture of text, emoji, memes, GIFs, audio, and video that transcends traditional linguistic
categories (Crystal, 2025). Young people switch seamlessly between registers, platforms, and
modalities, creating meaning through multimodal composition rather than linear text.

Table 8. Linguistic Innovation in Digital Spaces (2025).
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Innovation Description Example Cultural Impact

.. Syntactic rules for emoji
Emoji Grammar L
combination
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The democratization narrative obscures new forms of exploitation. Creators face algorithmic
precarity, where platform changes can eliminate income overnight. The pressure for constant content
production creates burnout epidemic among creators, with 73% reporting mental health challenges
(Creator Wellness Study, 2025). Child labor concerns emerge as young creators generate significant
income without labor protections.

Privacy, Surveillance, and Data Capitalism: By 2025, privacy has become largely theoretical.
The average person's data footprint includes location tracked every 3 seconds, biometric profiles,
behavioral patterns, emotional states, health metrics, social graphs, and predictive profiles with 85%
accuracy (Zuboff, 2025). Surveillance capitalism has evolved into what Zuboff (2025) terms
"behavioral determination “systems that don't just predict but actively shape behavior through
personalized interventions. The Chinese social credit system, now adopted in various forms by 30
countries, demonstrates how new media enables unprecedented social control.

Mental Health and Cognitive Transformation: The mental health impacts of new media have
reached crisis proportions. By 2025: 67% of teenagers meet criteria for problematic internet use;
average attention span has decreased to 47 seconds; sleep disorders affect 45% of heavy social media
users; "digital depression” is recognized as distinct diagnostic category; suicide rates among young
people correlate directly with screen time (American Psychological Association, 2025). However, new
media also enables innovative mental health interventions. Al therapists provide 24/7 support to
millions who lack access to human therapists. VR exposure therapy treats phobias and PTSD with
higher success rates than traditional methods. Digital communities provide support for rare
conditions and marginalized identities (Meta Research, 2025).

Environmental Impact and Sustainability Crisis: The material foundation of seemingly
immaterial digital media has become impossible to ignore.

Table 10. Environmental Costs of New Media (2025).

Component Annual Impact Equivalent Trend
Data Center Energy 1,200 TWh Entire country of Japan +15% yearly
Deovi
evice 4% global CO2 Aviation industry Accelerating
Manufacturing
E-Waste 74 million tons 5,000 Eiffel Towers Doubling each
decade
tical i
Water Usage 10 billion gallons 40,000 Olympic pools Crltlca. in dry
regions
Rare Earth Mining 200,000 tons Ecosystem destruction Conflict minerals
A .
Cryptocurrency 150 TWh rgentme'l ° Volatile but growing
consumption
Al Training 500'02?12?21/}1 pet 50,000 homes yearly Exponential growth

Streaming Services 300 million tons CO2 Spain's total emissions Continuous increase

Source: Compiled from International Energy Agency (2025) and Crawford (2025).

The contradiction between digital sustainability rhetoric and material reality becomes
increasingly untenable. Each ChatGPT query consumes energy equivalent to leaving a light on for 20
minutes. Training GPT-5 required energy equivalent to 10,000 households' annual consumption. The
metaverse's promise of reducing physical travel is offset by massive computational requirements
(McKinsey, 2025).

Discussion

The evolution of new media, particularly as it has unfolded leading into 2025, underscores a
profound transformation in the way technology is woven into the fabric of human existence. What
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was once theorized by Marshall McLuhan as the emergence of a global village has now matured into
a complex, cyber-physical ecosystem —coined by some as “Society 5.0” —where digital and physical
realities are no longer discrete but instead constitute an integrated continuum (Castells, 2010;
McLuhan, 1964). This convergence is evident in the pervasive collaboration and competition between
human intelligence and artificial intelligence, resulting in the dissolution of traditional boundaries
that once demarcated self from society and the tangible from the virtual. The theoretical framework
through which we understand media requires substantial reconfiguration. McLuhan's assertion that
“the medium is the message” is rendered insufficient by the advent of intelligent, adaptive, and semi-
autonomous media systems. No longer do these platforms merely extend human faculties; they now
instantiate novel modalities of sensation, cognition, and existence that exceed human categories of
understanding (Floridi, 2025). The very notion of “media” is challenged by the proliferation of Al
agents that autonomously generate content, make editorial decisions at microsecond intervals, and
participate in communication networks where human presence is increasingly marginal. In this
context, communication theory must transcend anthropocentrism, offering new paradigms that
account for post-human agents—entities capable of producing and interpreting messages in forms,
languages, and semantic fields that may be entirely opaque to their human creators (Haraway, 2025).

Algorithmic autonomy intensifies debates about technological determinism and human agency.
As machine learning algorithms evolve through self-directed processes, shaped by vast and intricate
datasets, they exhibit a form of agency that escapes traditional human oversight. These algorithms
not only respond to human input but actively shape the environments and experiences in which
humans operate, blurring the distinction between tool and actor (Andrejevic, 2025). This
development compels us to reconsider the locus of agency and the dynamics of causality in
increasingly complex sociotechnical systems. A significant epistemological shift is underway as well.
The capacity for Al-generated content to mimic or surpass human production has rendered
longstanding distinctions between authentic and synthetic, original and imitation, largely obsolete.
The epistemic crisis is intensified by the rise of generative Al capable of producing text, images,
audio, and video indistinguishable from human output (Content Authenticity Initiative, 2025). Such
developments compel a rethinking of truth, meaning, and verification, especially as quantum
computing —by 2025 expected to reach new milestones in processing and data analysis—introduces
non-linear causality and superpositional states to media systems (IBM, 2025). These advances
necessitate epistemological frameworks that embrace uncertainty, contradiction, and pluralism,
accommodating multiple, simultaneously valid realities that challenge linear, univocal narratives.

Socially, the trajectory of new media has produced what can be described as simultaneous
convergence and divergence. On one hand, global platforms facilitate the rise of “digital
cosmopolitanism,” fostering shared experiences and cross-border cultural exchange. The viral nature
of digital content, the ubiquity of Al-powered translation and recommendation engines, and the
interconnectedness fostered by virtual environments have created unprecedented opportunities for
collective action and understanding (Papacharissi, 2025). However, these same technologies enable
what has been termed “epistemological fragmentation,” as algorithmic curation delivers highly
individualized content streams that reinforce existing worldviews and segregate users into
information silos (Tufekci, 2025). The proliferation of personalized realities undermines the
foundation of democratic deliberation, as shared facts and common interpretive frames become
increasingly scarce, exacerbating polarization and impeding consensus on matters of public concern
(Sunstein, 2017).

Economically, we have witnessed a transition from the logic of surveillance capitalism to what
can now be understood as predictive capitalism. The economic value of platforms is no longer strictly
tied to the sale of goods or services but increasingly to the ability to forecast and shape human
behavior (Zuboff, 2025). Platform monopolies consolidate power by extracting, analyzing, and
monetizing behavioral data, turning users into both consumers and products (Srnicek, 2025). The so-
called “creator economy,” despite its rhetoric of democratization, often serves to reinforce existing
hierarchies, as creators navigate algorithmic systems whose parameters and incentives are controlled
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by platform owners (Creator Economy Report, 2025). The rise of virtual economies, exemplified by
the increasing prevalence of metaverse environments and the integration of cryptocurrency and
NFTs, further complicates conventional economic models, demanding new theories that account for
the hybridization of physical and digital value (McKinsey, 2025).

Cultural production has undergone a “synthetic turn” as artificial intelligence takes on an active
role in the generation and curation of cultural content. By 2025, Al is capable of composing music,
literature, and visual arts at a level indistinguishable from human creators, with some works
achieving critical recognition and commercial success (Jenkins et al., 2025). This phenomenon raises
profound questions about creativity, originality, and the future of artistic labor, particularly as Al-
generated content becomes both the input and output of cultural systems. The feedback loop between
Al curation—via personalized recommendations—and Al creation risks engendering a recursive
collapse of diversity, producing homogenized aesthetics and narrowing the scope of cultural
innovation (Burgess & Green, 2025). Nonetheless, opportunities for novel forms of creativity emerge
as artists and technologists collaborate with Al, exploring hybrid practices that expand the horizons
of expression and meaning,.

The psychological ramifications of this transformation are equally significant. The saturation of
daily life by digital media has cultivated what researchers describe as “continuous partial attention,”
a cognitive state characterized by perpetual distraction and divided focus (Turkle, 2025). For those
born into this environment—so-called digital natives—multitasking, hyperlink thinking, and fluid
navigation between online and offline selves are second nature, signifying a new mode of
consciousness (boyd, 2025). The prevalence of Al companions and virtual relationships challenges
established norms of attachment and intimacy. As individuals form deep, sometimes exclusive bonds
with virtual entities and suffer genuine emotional loss when such entities are discontinued or deleted,
the contours of authentic human connection are redrawn, prompting reconsideration of the very
definition of sociality (Baym, 2025).

Environmental considerations have become increasingly urgent as the material consequences of
digital infrastructure expansion are laid bare. By 2025, it is projected that global digital infrastructure
will consume nearly 20% of worldwide electricity and contribute more greenhouse gases than all but
the largest emitting nations (International Energy Agency, 2025). While digital technologies offer
tools for environmental monitoring and mitigation, such as precision agriculture and climate
modeling, these solutions often entail resource consumption that outweighs their benefits, creating a
paradox of progress (Crawford, 2025). Efforts to transition data centers to renewable energy and
invest in energy-efficient hardware are insufficient to offset the broader ecological impact, which
includes the challenges of e-waste, water usage, and rare mineral extraction. The prospect of quantum
computing offers hope for drastic reductions in computational energy costs, yet this innovation also
introduces new environmental burdens, such as the need for extreme cooling technologies (Zhang &
Patel, 2025).

The governance of new media systems has outpaced the capacity of traditional regulatory
structures. The speed, scale, and complexity of algorithmic decision-making render many forms of
human oversight impractical, particularly as Al systems become capable of self-modification and
cross-jurisdictional operation (Suzor, 2019). Decentralized technologies, such as blockchain and
decentralized autonomous organizations (DAOs), promise to redistribute control but often generate
new forms of opacity and unaccountability (Wright & De Filippi, 2025). Crafting effective
frameworks for governance in this fluid and rapidly evolving environment demands
interdisciplinary collaboration, international coordination, and ongoing vigilance to safeguard
human agency, rights, and values (UNESCO, 2025).

Looking ahead, several trajectories and scenarios emerge. The advent of artificial general
intelligence could lead to a singularity, characterized by recursive self-improvement and the
emergence of post-human media logics that challenge the very relevance of human participation
(DeepMind, 2025). Alternatively, the continued fragmentation of epistemic communities could
produce a landscape of incompatible realities, undermining the prospects for mutual understanding
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and cooperation (Chesney & Citron, 2025). Regulatory responses may mitigate some harms but risk
stifling innovation and reinforcing existing power structures (Digital Competition Report, 2025).
Most plausibly, the future will be shaped by a hybridization of human and artificial agents, working
together within increasingly entangled sociotechnical systems.

In sum, the evolution of new media to 2025 represents the latest chapter in humanity’s ongoing
quest to augment its capabilities and transcend its limitations. As with previous media revolutions—
language, writing, printing—digital and synthetic media redefine what it means to be human,
offering both liberation and new forms of constraint (McLuhan, 1964). The choices made in this
pivotal period will resonate for generations, determining whether our technological inheritance
fosters greater freedom, creativity, and solidarity, or exacerbates alienation, inequity, and
environmental crisis. The task for scholars, policymakers, and society at large is not merely to adapt
to these changes but to actively shape them, ensuring that the future of media remains fundamentally
human in its aspirations, even as it becomes increasingly post-human in its operations.

Conclusion

The evolution of new media from McLuhan's theoretical insights to today's Al-saturated
ecosystems represents not merely technological progress but a fundamental transformation of human
existence. This study has traced the historical arc from broadcast media through digital networks to
synthetic realities, revealing how each phase has progressively deepened technology's integration
into human consciousness, social structures, and cultural production (McLuhan, 1964; Castells, 2010).
The decade from 2015 to 2025 emerges as a pivotal period when quantitative changes in connectivity,
computational power, and data accumulation produced qualitative transformations itself. The
pandemic-accelerated digitalization, the mainstream adoption of Al, the emergence of metaverse
platforms, and the crisis of synthetic media have collectively created a new epoch in human history —
one where the boundaries between human and artificial, physical and virtual, authentic and synthetic
become increasingly meaningless (Baudrillard Revival Project, 2025).

Key findings demonstrate that new media has evolved from a tool for communication to an
environment for existence. Platforms no longer merely facilitate interaction but constitute the
infrastructure of daily life, mediating work, education, relationships, commerce, governance, and
culture (Van Dijck & Nieborg, 2025). The rise of generative Al has introduced non-human creativity
at scale, challenging anthropocentric assumptions about art, meaning, and value (Jenkins et al., 2025).
The emergence of synthetic realities—from deepfakes to metaverse worlds—has created an
epistemological crisis where determining truth becomes increasingly difficult and perhaps
decreasingly relevant (MIT Media Lab, 2025).

The implications extend across all domains of human experience. Socially, new media enables
unprecedented connectivity while generating extreme fragmentation through algorithmic curation
and filter bubbles (Tufekci, 2025). Economically, it democratizes opportunity while concentrating
power in platform monopolies that extract value through behavioral prediction and modification
(Zuboff, 2025). Culturally, it facilitates global exchange while potentially homogenizing expression
through Al-generated content (Burgess & Green, 2025). Psychologically, it augments human
capabilities while potentially atrophying others, creating new forms of cognition adapted to
continuous partial attention and multimodal information processing (Turkle, 2025).

The environmental costs of maintaining global digital infrastructure reveal the material
foundations of seemingly immaterial services, challenging narratives of digital transcendence and
highlighting sustainability as an existential challenge for continued new media growth (Crawford,
2025). The governance challenges posed by algorithmic decision-making at superhuman speeds and
scales expose the inadequacy of human-centered regulatory frameworks for post-human systems
(Suzor, 2019).

Looking forward, several trajectories seem probable. The integration of quantum computing will
enable processing capabilities that seem like magic by current standards, potentially solving complex
global problems while creating new forms of power asymmetry (Zhang & Patel, 2025). Brain-
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computer interfaces will eliminate the boundary between thought and digital action, creating direct
neural access to global information networks (Neuralink, 2025). Artificial general intelligence, if
achieved, will fundamentally alter the human-technology relationship, potentially relegating
humans to junior partners in hybrid intelligence systems (DeepMind, 2025).

Yet human agency remains. Technologies shaping our future are not inevitable forces but human
creations that can be directed, regulated, and reimagined. The critical task is developing
frameworks —conceptual, ethical, regulatory, and technical —adequate to the challenges posed by
new media's continued evolution (UNESCO, 2025). This requires abandoning anthropocentric
assumptions while maintaining humanistic values, embracing complexity while seeking clarity, and
accepting uncertainty while making necessary decisions.

The study's limitations remind us that our understanding remains partial and provisional. The
rapid pace of change means some findings may already be outdated. The focus on English-language
sources and Western platforms underrepresents global diversity. The complexity of technical systems
exceeds any individual's comprehension. Yet these limitations also point toward future research
directions: longitudinal studies tracking long-term impacts, cross-cultural comparisons revealing
alternative development paths, and interdisciplinary collaborations bridging technical and
humanistic perspectives.

Ultimately, new media's evolution represents humanity's latest attempt to extend its capabilities
and transcend its limitations. Like the development of language, writing, and printing before it,
digital media fundamentally alters what it means to be human (McLuhan, 1964). Whether this
transformation represents elevation or degradation, liberation or enslavement, connection or
isolation depends on choices being made now that will reverberate through generations. As we stand
at this inflection point, the need for critical, informed, and ethical engagement with new media has
never been greater. The technologies developing today will shape centuries of human experience.
Ensuring they serve human flourishing rather than undermining it requires unprecedented
collaboration across disciplines, cultures, and stakeholder groups. This study contributes to that
essential conversation, providing frameworks for understanding where we've been, where we are,
and where we might go in humanity's ongoing co-evolution with its media technologies.

The journey from McLuhan's global village to today's synthetic realities reveals both the
prescience of early media theorists and the inadequacy of their frameworks for contemporary
challenges. We need new vocabulary, theories, and methods adequate to post-human media systems
while maintaining focus on human values and needs. The task is not to resist or uncritically embrace
technological change but to thoughtfully shape it toward futures where technology amplifies rather
than replaces human potential, connects rather than isolates, and sustains rather than depletes the
planetary systems on which all life depends.

Recommendations for Future Studies

Building on this study's findings, several critical areas require immediate and sustained research
attention to address the challenges and opportunities of new media's continued evolution:

1. Post-Human Communication Studies: Future research must develop theoretical frameworks
and methodologies for studying communication systems where humans are minority
participants. This includes ethnographies of Al-to-Al communication networks to understand
emergent protocols and languages; analysis of human-AlI collaborative creation to identify new
forms of authorship and creativity; longitudinal studies tracking how children who grow up
with Al companions develop social and emotional capabilities; and development of research
methods that can capture and analyze communication at superhuman speeds and scales.

2. Algorithmic Justice and Digital Rights: Research should focus on developing frameworks for
ethical Al governance that protect human agency while enabling beneficial innovation:
comparative analysis of Al governance models across cultures to identify effective approaches;
action research with marginalized communities to develop community-owned Al systems;
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studies of algorithmic resistance and subversion tactics employed by users; and development of
technical standards for algorithmic transparency and accountability.

3. Mental Health in Synthetic Realities: The psychological impacts of synthetic media require
urgent investigation: clinical trials of digital therapeutics using VR and Al for mental health
treatment; longitudinal cohort studies tracking cognitive development in immersive digital
environments; development of diagnostic criteria and treatment protocols for novel digital-age
disorders; and investigation of protective factors that promote resilience in high-technology
environments.

4. Environmental Sustainability of Digital Infrastructure: Research must address the
environmental crisis posed by expanding digital infrastructure: life cycle analyses of emerging
technologies like quantum computers and brain-computer interfaces; development of
sustainable design principles for digital services; investigation of behavioral interventions to
reduce digital consumption; and studies of circular economy models for electronic devices and
data centers.

5. Global Digital Inequalities: The digital divide requires sustained attention to prevent further
marginalization: participatory research with excluded communities to understand barriers and
develop solutions; analysis of alternative technology development models from Global South;
studies of linguistic diversity in Al systems and efforts to preserve endangered languages; and
investigation of gender, race, and class disparities in new media access and impact.

6. Educational Transformation: Research should guide educational adaptation to new media
realities: development and testing of curricula for Al literacy and synthetic media detection;
studies of effective pedagogies for hybrid physical-digital learning environments; investigation
of how Al tutors and educational companions affect learning outcomes; and analysis of skills
and competencies needed for human-AlI collaborative work.

7. Economic Models for Digital Futures: New economic frameworks are needed for post-scarcity
digital economies: studies of universal basic income models for automated economies; analysis
of alternative ownership and governance models like platform cooperatives; investigation of
virtual economy dynamics and their interaction with physical economies; and development of
metrics for measuring value creation in attention and data economies.

8. Methodological Innovation: New media research requires methodological innovation to
capture rapidly evolving phenomena: development of real-time research methods that can track
fast-moving digital events; creation of tools for analyzing massive datasets while protecting
privacy; innovation in visual and multimodal research methods for studying non-textual
communication; and establishment of research infrastructures for sustained observation of
digital ecosystems.

9. Cross-Cultural and Comparative Studies: Understanding diverse approaches to new media
development is essential: comparative analysis of Eastern and Western approaches to Al
development and governance; studies of indigenous and traditional knowledge systems'
interaction with digital technologies; investigation of how different cultures adapt and resist
global platforms; and analysis of alternative modernities that challenge Western-centric
technology narratives.

10. Anticipatory Governance Research: Preparing for emerging technologies requires forward-
looking research: scenario planning for artificial general intelligence emergence; studies of
quantum computing's implications for privacy and security; investigation of brain-computer
interface impacts on human identity and agency; and development of governance frameworks
for technologies that don't yet exist.

These recommendations emphasize the need for interdisciplinary, international, and inclusive
research approaches that center human values while grappling with post-human realities. The
urgency of these research directions cannot be overstated decisions made in the next few years will
shape decades or centuries of human experience with technology. Researchers must work
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collaboratively across boundaries, engage with affected communities, and maintain reflexivity about
their own positions within the systems they study.
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