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Abstract 

Aesthetic education plays a crucial role in higher education by fostering holistic development and 

creativity. With  the  advent  of Generative AI  (GenAI),  particularly  in  accessible  and  efficient AI 

painting tools, aesthetic education is undergoing a paradigm shift. Despite increasing adoption, the 

pedagogical  integration  and  student  acceptance  of  such  tools  remain underexplored. This  study 

develops  an  extended  Technology  Acceptance Model  (TAM)  tailored  to  non‐design  majors  in 

Chinese  higher  education,  incorporating  variables  such  as  hedonic  motivation,  self‐efficacy, 

perceived  painting  quality,  and  AI  anxiety.  Employing  covariance‐based  structural  equation 

modeling  (CB‐SEM)  on  data  from  317  students,  the  study  reveals  that  hedonic motivation  and 

perceived painting quality  significantly  enhance acceptance, while AI anxiety negatively  impacts 

perceived  usefulness  and  intention  to  use.  Furthermore,  individual  differences  (e.g.,  gender, AI 

literacy)  are  shown  to  moderate  several  acceptance  pathways.  These  findings  advance  our 

understanding of GenAI  tools adoption  in aesthetic education and offer practical  implications  for 

educators and policymakers seeking to design inclusive and effective AI‐supported creative learning 

experiences. 

Keywords:  generative  AI;  AI  painting  tools;  aesthetic  education;  higher  education;  technology 
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1. Introduction 

The  rapid development of generative artificial  intelligence has profoundly  impacted various 

fields, including the creative industries [1,2]. It has enhanced workflows and creative quality while 

democratizing access to creative tools [3]. With the continuous deepening of the concept of human–

AI collaboration, generative artificial  intelligence  is now capable of performing creative  tasks  that 

traditionally  required  human  judgment,  disrupting  the  production models  of  creative work  [4]. 

Against  this  backdrop,  the  art market  is  increasingly  embracing works  generated  by  generative 

artificial intelligence, significantly increasing its penetration in the field of artistic creation. 

Generative artificial  intelligence has become a new medium  for visual  learning and aesthetic 

ability  training  [5].  Specifically,  many  universities  and  art  institutions  have  begun  integrating 

generative AI  into  classroom  design,  thereby  expanding  the  boundaries  of  traditional  aesthetic 

education models [6]. As a vital component of school cultivation systems, aesthetic education plays 

a key role in shaping students’ abilities to perceive, appreciate, and express beauty [7]. Generative AI 

offers new avenues  for  the development of  this  field, and  its  involvement  in  aesthetic education 

represents  a  trend  of  the  times.  In  particular,  image  generation  models  such  as  DALL‐E  3, 

Midjourney,  and  Stable  Diffusion  have  been  applied  in  art  and  design  education  due  to  their 
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powerful text‐to‐image capabilities [8]. Meanwhile, large language models like GPT‐4 and Claude 3 

Opus also demonstrate artistic potential in creative guidance and theoretical output [9]. 

1.1. Recent Advances in AI Painting Tools 

The widespread application of generative artificial  intelligence  in  the arts necessitates a clear 

understanding of  its mainstream  tools. As a key  component, AI painting  tools are  reshaping  the 

relationship between art and technology [10]. OpenAI’s DALL‐E 3 has made significant progress in 

the text‐to‐image domain, capable of generating highly detailed and high‐quality images based on 

prompts.  Meanwhile,  Anthropic’s  Claude  3  Opus  demonstrates  outstanding  performance  in 

multimodal  understanding  of  text  and  images,  reflecting  advanced  capabilities  in  the  fusion  of 

language and vision in AI [11]. Midjourney, known for its ability to generate visual concepts from 

textual prompts, has shown a positive impact on stimulating student creativity and is recommended 

for promotion as an auxiliary tool [12]. Other notable models include StyleGAN, used for generating 

highly  realistic portrait  images  [13],  and Pix2Pix,  commonly  applied  in  style  transfer  and  image 

restoration tasks [14], both playing increasingly important roles in the field of visual generation. 

Currently,  AI  painting  tools  are  widely  integrated  into  the  creative  workflows  of  art 

practitioners, serving both as powerful instruments for exploring new styles and as effective means 

to shorten the creative process [15]. These tools can also be combined with emerging technologies 

such as virtual reality (VR) and augmented reality (AR) to expand the modes of artistic expression, 

providing users with more diverse and interactive experiences [16]. Against this backdrop, the core 

of creation is no longer confined to traditional artistic skills but increasingly emphasizes language 

proficiency, creativity, and the understanding and application of technology [17]. 

Although  the  field  is continually advancing, AI painting remains constrained by data‐driven 

training, which means it cannot achieve true originality [18]. This technical limitation results in users 

enjoying  the  accessibility  of  AI  painting  while  potentially  feeling  dissatisfied  with  its  creative 

mechanisms. Studies have shown that the generated works still fail to meet users’ expectations for 

artistic  aesthetic  experience  [19].  Similarly,  this  also  affects  users’  satisfaction  in  personalized 

creation, as some users may expect greater flexibility in idea innovation [20]. 

1.2. AI Painting and Aesthetic Education 

AI  painting  tools  contribute  to  the  informatization  and  digital  transformation  of  aesthetic 

education  in  schools  [16]. With  their  capabilities  in  semantic understanding and artistic  creation, 

these tools are increasingly recognized by the educational community, providing students with rich 

inspirational support. Under such circumstances,  traditional aesthetic education models  face new 

opportunities  [3].  Specifically,  the  introduction  of  AI  painting  disrupts  the  technique‐centered 

teaching logic, shifting the focus of cultivation toward cognitive training [21]. Meanwhile, the low‐

threshold  technical  features of AI painting enable non‐specialist students  to participate  in artistic 

creation,  thereby  promoting  the  popularization  and  diversification  of  aesthetic  education  [22]. 

Aesthetic education plays an irreplaceable role in fostering students’ holistic development, and the 

involvement of AI painting tools will greatly broaden the scope of school‐based aesthetic education. 

Despite the emerging advantages of AI painting in the field of aesthetic education within higher 

education  institutions,  its  acceptance  and  effective  integration  remain  challenging  [23].  Existing 

studies indicate that user experience with AI painting tools still faces numerous obstacles [24]. Since 

the advent of this technology, ethical and security concerns [25], questions regarding the nature of 

art  [26],  and  issues  surrounding  human‐machine  relationships  [27]  have  continued  to  provoke 

debate. Such concerns may lead to user anxiety during practical application of the new technology 

[28]. Particularly in art education, where students’ aesthetic perception and artistic practice are highly 

valued, the often singular output produced by AI may fail to provide a satisfactory artistic experience, 

potentially affecting students’ acceptance and  the overall effectiveness of aesthetic education  [29]. 

Therefore,  the adaptability of AI painting  tools across diverse application scenarios remains  to be 

validated. Although AI  painting  has  gradually  entered  aesthetic  education  in  higher  education 
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institutions, there remains a need for a systematic understanding of students’ acceptance intentions 

toward AI painting tools and the underlying psychological and technological influencing factors. 

1.3. Extended TAM Model Perspective 

The theoretical framework of this study is based on the Technology Acceptance Model (TAM) 

[30]. The core variables of TAM are Perceived Usefulness (PU) and Perceived Ease of Use (PEOU), 

which  influence  users’  attitudes  toward  using  the  technology  and  subsequently determine  their 

actual  usage  behavior  [31]. Numerous  studies  have  demonstrated  that  TAM  is  both  stable  and 

reliable, and its effectiveness has been validated across multiple fields, including education [32,33]. 

This model can assist educators  in understanding students’ perceptions of system‐related  factors, 

thereby enabling more rational integration of technology into teaching contexts. 

In addition, TAM possesses an inherent extensibility that allows for the incorporation of specific 

variables or constructs based on particular research contexts and needs  [34]. For  instance, models 

such as TAM2 and UTAUT were developed through the extension of TAM. This flexibility is equally 

applicable in studies on AI technology adoption [35]. For example, psychological and social factors 

have  been  shown  to  significantly  influence  users’  behavioral  intentions  toward  adopting  AI 

technologies [36]. Some studies have integrated trust and self‐efficacy into TAM and found them to 

be  strong  predictors  of  user  acceptance  [37,38].  Therefore,  it  is  essential  to  adjust  the  structural 

relationships of the theoretical model in accordance with the specific research context. 

In  the  context  of AI painting, most  scholars  have  highlighted  the  influence  of  performance 

expectancy and  effort expectancy, which are  typically associated with utilitarian motivation  [39]. 

However, the relationship between the inherent features of AI painting tools (such as the quality of 

generated  images) and perceived usefulness, as well as  their  impact on user acceptance,  remains 

insufficiently clear. Therefore, when examining AI painting systems,  it  is necessary  to  investigate 

their technical attributes and core artistic elements in depth and to incorporate key factors such as 

painting quality into the model [40]. 

Moreover, the usage motivation of non‐art‐major students in higher education should be fully 

considered. As  creative  tools with  exploratory  characteristics, AI painting  systems  are not  solely 

driven by efficiency. Students in higher education may place greater emphasis on the entertainment 

value  and  emotional  feedback  provided  by  such  tools  [41].  Against  this  backdrop,  intrinsic 

motivation becomes a crucial  factor  in sustaining continuous usage  intentions  [42]. Consequently, 

variables that influence intrinsic motivation, such as hedonic motivation and AI anxiety, should also 

be incorporated into the model. 

By extending the Technology Acceptance Model (TAM) with factors specific to AI painting tools, 

it becomes possible to identify the key determinants influencing higher education students’ adoption 

of these tools. This approach can also help educators gain deeper insights into students’ preferences 

for AI painting systems, continuously refine instructional design, and thereby promote their rational 

and effective integration into aesthetic education. 

1.4. Research Rationale and Objectives 

Although previous studies have extensively examined the application of artificial intelligence in 

education,  particularly  in  STEM  and  language  teaching  [43,44],  there  is  still  a  lack  of  empirical 

research on AI painting  tools  in aesthetic education within higher education  institutions. Existing 

literature mainly concentrates on user experience in professional fields such as fine arts and design 

industries  [39,45,46],  while  studies  addressing  non‐professional  users,  especially  among  higher 

education students, remain relatively limited. 

As the primary participants in higher education, students’ familiarity with and acceptance of AI 

painting tools are closely related to the cultivation of their aesthetic literacy and creative abilities [47]. 

More importantly, this understanding can provide higher education institutions with a pathway for 

advancing  aesthetic  education  that  aligns with  contemporary  developments  [48].  Therefore,  this 

study extends the Technology Acceptance Model (TAM) and focuses on non‐design‐major students 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 12 August 2025 doi:10.20944/preprints202508.0766.v1

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202508.0766.v1
http://creativecommons.org/licenses/by/4.0/


  4  of  27 

 

in higher education as the research subjects. The aim is to gain a more systematic understanding of 

the application of AI painting  tools  in aesthetic education and  to provide more reliable empirical 

evidence for their integration into teaching practices. 

1.5. Research Questions 

1. How do higher education students in China accept AI painting tools? 

2. What factors influence the use of these AI painting tools among higher education students in 

China? 

3. How can the application of AI painting tools in aesthetic education be optimized in light of these 

factors? 

The  following sections  introduce  the extended TAM model and related research hypotheses, 

followed by an explanation of the research methods. Subsequently, the results of data analysis are 

presented and discussed. Finally, the study concludes with key findings, limitations, and suggestions 

for future research. 

2. Proposed Model and Hypotheses 

The Technology Acceptance Model  (TAM) has demonstrated  stability and has been applied 

across multiple  industries [49]. To better address  the  issue of acceptance of AI painting tools,  it  is 

necessary to further extend this model. Research has shown that hedonic motivation, self‐efficacy, 

painting  quality,  and  AI  anxiety  play  significant  roles  in  influencing  users’  intention  to  adopt 

technology  [50–53]. Therefore, we  integrated  these  four  external variables  into  the original TAM 

framework to examine whether they affect perceived usefulness (PU), perceived ease of use (PEOU), 

and behavioral  intention  (BI). Overall, we  identified  four external variables, which,  together with 

perceived usefulness and perceived  ease of use,  constitute  the  independent variables. Behavioral 

intention is the dependent variable. Figure 1 presents the hypothesized model of this study. 

 

Figure 1. The conceptual model of the AI painting tool acceptance, including hypotheses. 

2.1. Hedonic Motivation (HM) 

Hedonic motivation refers to the intrinsic driving force that enables users to experience pleasure 

or enjoyment when using  technology  [54]. This motivation  is closely  related  to  the psychological 

responses triggered by behavior [55]. Studies have shown that hedonic motivation plays an important 

role in usersʹ technology acceptance [50]. When users engage with a specific system based on hedonic 

motivation, they often experience positive emotional responses, which may enhance their evaluation 

of the systemʹs usability [56]. In other words, hedonic motivation is one of the driving forces behind 

usersʹ acceptance and continued use of the technological system [57]. In the field of AI technology 

acceptance, multiple  studies  have  emphasized  the  significance  of  hedonic motivation  [58,59].  Its 

application  value  has  been  validated  in  various  scenarios,  such  as  intelligent  painting  [19]  and 
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intelligent social robots [60]. At present, researchers have integrated hedonic motivation into TAM to 

expand its applicability. For example, the Hedonic‐Motivation System Adoption Model (HMSAM) 

was built upon TAM, incorporating hedonic factors such as pleasure and curiosity into the model to 

provide a deeper explanation of how intrinsic motivation influences user acceptance [61]. Based on 

this, the following hypothesis is proposed in this study: 

H1: Hedonic motivation will have a positive impact on the perceived usefulness of AI painting 

tools. 

H2: Hedonic motivation will have a positive impact on the perceived ease of use of AI painting 

tools. 

H3: Hedonic motivation will  have  a  positive  impact  on  the  behavioral  intention  to  use AI 

painting tools. 

2.2. Self‐Efficacy (SE) 

Self‐efficacy refers to an individualʹs subjective assessment of their ability to complete a specific 

task, which  is closely related  to  their prior experiences  [62]. Typically,  individuals with high self‐

efficacy are more confident in handling new tasks and more willing to put in extra effort to overcome 

difficulties  [63,64].  Previous  studies  have  confirmed  that  self‐efficacy  is  an  important  factor  in 

assessing whether users adopt a particular technology [65,66]. Higher levels of self‐efficacy contribute 

to enhanced user perceptions of technology usability [67,68]. Additionally, self‐efficacy is regarded 

as a key factor in driving usersʹ behavioral intentions [51,69,70]. In the practical application of AI, 

usersʹ usage intentions and actual behaviors are profoundly influenced by self‐efficacy [71–73]. From 

the perspective of Holden and Rada [74], self‐efficacy enhances usersʹ sense of ease  in technology 

applications, which may further strengthen their willingness to continue using the technology. Based 

on this, the following hypothesis is proposed in this study: 

H4: Self‐efficacy will have a positive impact on the perceived usefulness of AI painting tools. 

H5: Self‐efficacy will have a positive impact on the perceived ease of use of AI painting tools. 

H6: Self‐efficacy will have a positive impact on the behavioral intention to use AI painting tools. 

2.3. Painting Quality (PQ) 

In aesthetic evaluations, the assessment of painting quality is often influenced by the subjective 

perspectives of the observer [75]. Based on existing research, ʺcolor,ʺ ʺcomposition,ʺ and ʺmeaning 

and  contentʺ  are  usually  important  dimensions  for  evaluating  painting  quality  [76].  Currently, 

literature that incorporates painting quality into technology acceptance research is relatively scarce, 

but some studies suggest a significant relationship between perceived aesthetic quality and perceived 

usability,  although  this  relationship may  be  influenced  by  individual  cognitive  styles  [77,  78]. 

Notably, in the field of AI‐generated art, the images it produces are sometimes even more popular 

than  those  created by human designers  [79,  80]. This high  appraisal may  further  enhance usersʹ 

perception of usability. Therefore, we have reason to believe that the higher the quality of images 

generated  by  AI  painting  tools,  the  b[77,78etter  the  usersʹ  perceptual  experience  will  be  [81]. 

Additionally, research has shown that participants exhibit higher engagement in experiences with 

high‐quality images [52]. Based on this, the following hypotheses are proposed in this study: 

H7: Painting quality will have a positive impact on the perceived usefulness of AI painting tools. 

H8: Painting quality will have a positive impact on the perceived ease of use of AI painting tools. 

H9: Painting quality will have a positive impact on the behavioral intention to use AI painting 

tools. 

2.4. AI Anxiety (AIAX) 

AIAX  is  defined  as  an  emotional  fear  response,  characterized  by  usersʹ  concerns  about  the 

unknown impacts of AI and its applications on human society [82,83]. AIAX plays a crucial role in 

shaping usersʹ  attitudes  toward  adopting AI  technologies  and  tools  [84].  It  can be viewed  as  an 
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antecedent factor influencing behavioral intention and actual behavior. It is essential to distinguish 

anxiety  from a purely negative attitude. As a subjective emotional  reaction, anxiety can,  in  some 

cases, have a facilitating effect, leading to positive behavioral attitudes and outcomes [85]. However, 

in the context of AI, anxiety has been demonstrated to negatively impact perceptions of usability and 

inhibit  behavioral  attitudes  [86,87].  In  the AIGC  domain,  concerns  about  privacy,  transparency, 

creative  autonomy,  and  technological  complexity  are  significant  anxiety  triggers  [28,88].  These 

concerns may lead to more negative behavioral attitudes toward AI applications [53,89]. Based on 

these insights, this study proposes the following hypotheses: 

H10: AI anxiety will have a negative impact on the perceived usefulness of AI painting tools. 

H11: AI anxiety will have a negative impact on the perceived ease of use of AI painting tools. 

H12: AI anxiety will have a negative impact on the behavioral intention to use AI painting tools. 

2.5. Perceived Usefulness (PU) 

Davis [30] defined perceived usefulness as the userʹs evaluation of the utility of a specific system. 

As one of the core components of TAM, it has been widely applied in research on user acceptance 

[90–92]. In this study, we use perceived usefulness to measure the extent to which users believe AI 

painting tools can enhance their painting skills. Research has shown that this factor plays a crucial 

role  in usersʹ  intention  to use and actual behavior  [93,94]. This has also been validated  in studies 

related to AI painting [95,96]. Based on this, the following hypothesis is proposed: 

H13: Perceived usefulness will have a positive  impact on  the behavioral  intention  to use AI 

painting tools. 

2.6. Perceived Ease of Use (PEOU) 

Perceived ease of use  refers  to  the degree  to which users believe  they can operate a specific 

system without having  to exert additional effort  [30]. In  this study, we use  this  factor  to measure 

usersʹ perceived  ease  of using AI painting  tools. As  a  core  element  in user  acceptance  research, 

perceived ease of use not only promotes perceived usefulness but also enhances usersʹ intention to 

use  and  actual  behavior  [97].  This  has  been  repeatedly  confirmed  in  studies  of  AI  technology 

acceptance [98,99]. With the widespread application of automation and intelligent technologies, ease‐

of‐use standards may become increasingly important in technology acceptance research [100]. Based 

on this, the following hypotheses are proposed: 

H14: Perceived ease of use will have a positive impact on the perceived usefulness of AI painting 

tools. 

H15: Perceived ease of use will have a positive  impact on  the behavioral  intention  to use AI 

painting tools. 

2.7. Behavioral Intention (BI) 

Behavioral intention refers to the psychological tendency or state that users exhibit before using 

a specific system [30]. This factor can directly influence whether users will use the system [100,101]. 

In this study, behavioral intention is treated as a dependent variable, primarily used to assess usersʹ 

willingness to use AI painting tools. Research has found that usersʹ attitudes toward AI technology 

significantly  impact  their actual behavior  [102]. Through an  in‐depth analysis of usersʹ behavioral 

intentions, we can more accurately predict their actual behavior and provide valuable insights for 

technological improvement. 

3. Method Design 

3.1. Materials 

The experimental material we used is the AI painting tool MidJourney. Released in 2022, this 

product has provided a broad user base with the opportunity to participate in artistic creation. Based 
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on a diffusion model, MidJourney offers users multiple functions, including high‐precision semantic 

generation,  controllable parametric output, batch generation, and  intelligent  filtering. Even users 

without a background  in drawing can generate high‐quality artwork by  inputting prompts. As a 

representative application of AI  technology  in the  field of art, works created by MidJourney have 

won multiple awards  in professional  fields. For  instance, at  the 2022 Colorado State Fair,  the AI‐

generated piece ʺThéâtre Dʹopéra Spatialʺ won first place in the ʺDigital Artʺ category. As of now, the 

official MidJourney server has registered over 20 million members, attracting attention and usage 

from users worldwide. 

3.2. Development of the Survey Questionnaire 

The survey questionnaire consists of two parts. The first part includes demographic information 

such as gender, age, educational level, relevance of major, and familiarity with the subject. The second 

part focuses on usersʹ level of agreement with the AI painting toolʹs HM, SE, PQ, AIAX, PU, PEOU, 

and BI, covering seven dimensions in total. To assess the validity of each item and the conceptual 

framework,  we  designed  the  questionnaire  template  based  on  a  standardized  format.  Shorter 

questionnaires are often more appealing than those with too many items, as they tend to generate 

higher‐quality  feedback  [103].  In  fact,  short  questionnaires  can  provide  psychometric  results 

comparable to traditional longer ones [104]. Therefore, this survey was simplified while ensuring that 

each dimension  in  the structural equation model  (SEM) contained 3  to 4  factors  for analysis. The 

study included 15 items, with responses on a 7‐point Likert scale, ranging from ̋ 1ʺ (strongly disagree) 

to ʺ7ʺ (strongly agree). The four items measuring the external variable HM (e.g., ʺI enjoy interacting 

with  this AI painting toolʺ) were adapted  from Alenezi et al. [105], Venkatesh et al.  [54], Lu et al. 

[106], and Wang and Chuang [107]. The four items measuring SE (e.g., ʺI am confident in operating 

this AI painting toolʺ) were selected from Liaw [108]. The four measurement items of PQ (e.g., ̋ I think 

the artwork created by this AI drawing tool is attractiveʺ) were adapted from Li and Chen [76] and 

Moshagen and Thielsch [109]. The three items of AIAX (e.g., ʺI worry that this AI drawing tool may 

make us dependent on itʺ) were selected from Wang and Wang [83]. In addition, PU (e.g., ʺI think 

using this AI drawing tool will improve my drawing abilityʺ), PEOU (e.g., ʺI think I can quickly learn 

to use this toolʺ), and BI (e.g., ʺThe effect of this AI drawing tool left a deep impression on meʺ) from 

the  original  TAM  model  were  adopted  from  Davis  et  al.  [110].  After  screening  and  wording 

adjustments, these items meet the requirements of the survey. For detailed questionnaire content, see 

Appendix A. 

3.3. Pilot Study 

The factors used in our model have been applied in multiple fields. We invited five experts to 

evaluate  the  structure  and  candidate  items.  These  experts  are  researchers  in  the  field  of  user 

experience  and professionals  in digital product design. They were  asked  to  review whether  the 

content and concepts of  the  items aligned and assess  their accuracy and clarity. The expert panel 

provided several recommendations, including focusing the PEOU items on ease of use and removing 

three candidate items: ʺI think this AI painting tool is easy to learn and operate,ʺ ʺI think the interface 

of  this AI painting  tool  is clear and understandable,ʺ and  ʺI  think  this AI painting  tool can easily 

achieve my goals.ʺ The experts pointed out that the relevance of the deleted items was low within the 

group, which could lead to unclear research results. Regarding the demographic factors, the experts 

recommended merging the age options for participants over 30. Additionally, they suggested adding 

a brief operational flow in the software introduction section to help users better understand how to 

use it. The materials used in this study are detailed in Appendix B. 

After the preparation of the materials, we conducted a pretest with ordinary users to verify the 

clarity of the item statements and the rationality of the structure. We randomly selected 57 higher 

education students from non‐design majors to participate, and all participants completed the survey. 

Most participants took between 2 and 6 minutes to complete the survey and indicated that the items 

were  easy  to understand. Among  them,  five participants  found  the  statement  ʺI  think using  this 
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painting tool is usefulʺ in the PU dimension too vague, so we modified it to ̋ I think using this painting 

tool is useful for improving drawing skills.ʺ Additionally, six participants felt that the statement ʺI 

think using this AI painting tool will improve my drawing efficiencyʺ was somewhat obscure and 

similar to the items in the PEOU dimension, so we decided to remove this item. Overall, we accepted 

the participantsʹ reasonable feedback. After the expert suggestions and pretest phase, we finalized 

the structure and items of the questionnaire. 

3.4. Participants 

The study was conducted in accordance with the Declaration of Helsinki, and approved by the 

Ethics  Committee  of  School  of Design  of Hunan University  (protocol  code  2024001).  In  China, 

aesthetic education  in higher education  institutions has  increasingly emphasized  integration with 

digital technologies, especially under the impetus of AI development, showing a multidimensional 

trend  [48].  The  survey  questionnaire  combined  both  online  and  offline methods  and  primarily 

targeted  the higher education student population. The participants consisted of a group of higher 

education students from China, aged between 18 and 30 years, attending four‐year universities and 

three‐year vocational colleges. Before participating in the survey, all respondents signed an informed 

consent form. A total of 350 valid responses were received, with a participation rate of 87.5% out of 

400 participants. Thirty‐three samples were removed for not meeting the screening criteria, which 

included completion times under 1 minute (n=13), response repetition rates over 85% (n=20), missing 

data  (n=0), and data  identified as outliers  in the SPSS analysis (n=0). Therefore, 317 valid samples 

remained, with an effective rate of 90.6%. Since  the  total sample size exceeded 100  (150 being the 

optional sample size), reliable CB‐SEM analysis results can be obtained [111,112]. Demographic data 

show  that  159 participants were male  and  158 were  female. The  participantsʹ  ages were mostly 

between 18 and 25 years, accounting for 87.7%. Although the study focused on non‐design majors, 

three participants with design‐related backgrounds were retained in the sample due to their minor 

proportion (less than 1%) and negligible influence on the overall results. Descriptive statistics of the 

sample are shown in Table 1. 

Table 1. Descriptive statistics of participants (N=317). 

Variable  Category  Frequency  Percent 

Gender 
Male  159  50.2 

Female  158  49.8 

Age 

Under 18 years old  32  10.1 

18‐25 years  278  87.7 

25‐30 years  7  2.2 

Education level 

High school/technical secondary school  21  6.6 

College  38  12.0 

undergraduate  243  76.7 

Graduate students and above  15  4.7 

Related to art/design majors 
Yes  3  0.9 

No  314  99.1 

Levels of understanding 

None    37  11.7 

Slight  223  70.3 

Basic  39  12.3 

Moderate  16  5.0 

High  2  0.6 
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3.5. Procedure 

The  study  distributed  questionnaires  through  both  online  and  offline  channels.  Online 

distribution primarily occurred via social media platforms such as Weibo and WeChat, while offline 

distribution focused on school libraries, study rooms, and break‐time classrooms. First, participants 

were provided with an introduction to the experiment and were required to sign an informed consent 

form. Next, they accessed the questionnaire interface by scanning a QR code and were introduced to 

the tool through an instructional video. Participants then followed the video tutorial to access the 

experimental tool and engaged in theme‐based painting creation for 20 minutes. Upon completing 

their artwork, participants submitted their final creations. Finally, they completed the questionnaire 

through the provided link. After confirming that the data was complete, each participant received a 

reward of 5 RMB. 

4. Results 

In this study, data analysis was conducted using Statistical Package for the Social Sciences (SPSS 

v27) and structural equation modeling (SEM) software  (AMOS v26). Before this, all samples were 

screened  to  ensure  data  completeness  and  the  absence  of  invalid  entries.  First,  the  Jarque‐Bera 

(skewness‐kurtosis)  test was used  to examine  the normality of  the data. Typically, skewness and 

kurtosis  values  are  considered normal  if  they  fall within  the  range  of  ±2.58  [113]. Based  on  this 

criterion, all items in the dataset passed the normality test and exhibited a normal distribution (i.e., 

<±2.58). This assumption was further validated through SEM. According to Li et al. [114], SEM not 

only  accounts  for measurement  error but  also  analyzes  relationships  among multiple  constructs. 

Therefore, SEM was employed  to verify whether  the proposed model effectively explains higher 

education studentsʹ acceptance of AI painting tools and to further explore the effects of HM, SE, PQ, 

and AIAX on usersʹ PEOU, PU, and BI. 

4.1. Measurement Model (MM) 

In  this  study,  a measurement model was used  to  assess  the  relationship  between  observed 

variables and latent variables[115,116]. First, an exploratory factor analysis (EFA) was conducted on 

the observed variables. The results showed that the Kaiser‐Meyer‐Olkin (KMO) value was 0.906, and 

Bartlett’s test of sphericity yielded a p‐value of less than 0.001. According to Hutcheson and Sofroniou 

[117],  these variables were  suitable  for  factor analysis. Subsequently, principal  components were 

extracted  using Varimax  rotation,  resulting  in  seven  factors  that  explained  81.307%  of  the  total 

variance.  The  findings  indicated  a  high  degree  of  fit  between  the measurement  items  and  their 

respective factors. Cronbach’s alpha values ranged from 0.835 to 0.957, all exceeding 0.8, as shown in 

Table 2. 

Table 2. Structural reliability and convergent validity. 

Constructs  ltems  Cross loading 
Cronbachʹs   

alpha 

Standardized factor   

loading 
CR  AVE 

HM 

HM1  1 

0.957 

0.896 

0.957  0.849 
HM2  1.068  0.941 

HM3  1.068  0.928 

HM4  1.073  0.92 

SE 

SE1  1 

0.906 

0.715 

0.909  0.715 
SE2  1.252  0.865 

SE3  1.316  0.908 

SE4  1.381  0.882 
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PQ 

PQ1  1 

0.922 

0.853 

0.924  0.752 
PQ2  0.966  0.883 

PQ3  1.025  0.864 

PQ4  1.117  0.868 

AIAX 

AIAX1  1 

0.835 

0.897 

0.844  0.649 AIAX2  1.022  0.861 

AIAX3  0.71  0.634 

PU 

PU1  1 

0.924 

0.886 

0.925  0.805 PU2  1.068  0.92 

PU3  1.035  0.885 

PEOU 

PEOU1  1 

0.884 

0.755 

0.888  0.664 
PEOU2  0.984  0.839 

PEOU3  0.973  0.789 

PEOU4  1.087  0.873 

BI 

BI1  1 

0.883 

0.79 

0.886  0.66 
BI2  1.031  0.831 

BI3  1.1  0.805 

BI4  1.184  0.823 

4.2. Structural Model (SM) 

After completing the EFA analysis, CFA was conducted to examine the fit between the data and 

the conceptual model, focusing on convergent validity, discriminant validity, and overall model fit. 

Specifically,  convergent  validity  reflects  the  correlation  between  theoretical  constructs  and  their 

actual measurements  [118]. According  to  the  recommendations of Fornell  and Larcker  [119],  the 

results of convergent validity should meet the following criteria: (1) construct reliability should reach 

the recommended threshold of 0.80, and (2) the average variance extracted (AVE) for each construct 

should exceed the variance explained by measurement error, with AVE values greater than 0.5. All 

data presented in Table 2 met these criteria, indicating good internal consistency of the model. 

Discriminant validity can be confirmed by examining whether the square root of each constructʹs 

AVE is greater than its correlation with other constructs [119]. As shown in Table 3, the square root 

of the AVE for all constructs exceeds the estimated correlations with other constructs. This indicates 

that  each  construct  is not  significantly  correlated with other measured  constructs. Therefore,  the 

results of this study demonstrate good discriminant validity [119]. 

Table 3. Discriminant validity: Pearson correlation and AVE square root values. 

  HM  SE  PQ  AIAX  PU  PEOU  BI 

HM  0.921             

SE  0.338  0.846           

PQ  0.522  0.27  0.867         

AIAX  ‐0.123  0.012  ‐0.172  0.806       

PU  0.451  0.201  0.562  ‐0.25  0.897     

PEOU  0.394  0.517  0.346  ‐0.009  0.265  0.815   

BI  0.584  0.358  0.615  ‐0.194  0.55  0.596  0.812 

The bold  items on  the diagonal  represent  the  square  root of AVE, off‐diagonal elements are  the correlation 

estimates. 
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To verify the fit of the SEM model, multiple fit indices need to be considered, including χ²/df, 

root  mean  square  error  of  approximation  (RMSEA),  adjusted  goodness‐of‐fit  index  (AGFI), 

comparative fit index (CFI), normed fit index (NFI), and non‐normed fit index (NNFI). When χ²/df 

values fall between 1 and 3, RMSEA is below 0.08, AGFI exceeds 0.80, and NFI, NNFI, and CFI are 

all above 0.90,  the model can be considered well‐fitted  [112,120]. As shown  in Table 4,  the model 

structure in this study is acceptable. 

Table 4. Model fit indices. 

Fit index  Recommended value (Hair, 2009)  Obtained 

χ2  Non‐significant at p<.05  682.819 

df  n/a  278 

χ2/df  preferable <3  2.456 

AGFI  >0.80  0.822 

CFI  >0.90  0.941 

RMSEA  <0.08  0.068 

NFI  >0.90  0.905 

NNFI  >0.90  0.931 

4.3. Path Analysis and Hypothesis Testing 

This study explored the relationships between constructs using SEM and conducted hypothesis 

verification. All  hypotheses were  supported  except  for H4, H6, H11,  and H14.  The  results  are 

summarized in Table 5 and Figure 2. The results showed that HM significantly influenced PU, PEOU, 

and BI  (β=0.235, CR=4.328, p < 0.001;  β=0.215, CR=4.014, p < 0.001;  β=0.238, CR=4.847, p < 0.001), 

supporting H1, H2, and H3. SE had a significant effect on PEOU (β=0.463, CR=8.063, p < 0.001) but 

no  significant  effect  on  PU  and  BI  (β=0.012,  CR=0.194,  p  >  0.05;  β=‐0.055,  CR=‐1.044,  p  >  0.05), 

supporting H5 but not H4 and H6.PQ significantly influenced PU, PEOU, and BI (β=0.475, CR=8.184, 

p < 0.001; β=0.206, CR=3.766, p < 0.001; β=0.303, CR=5.359, p < 0.001), supporting H7, H8, and H9. 

AIAX had a significant impact on PU and BI (β=‐0.154, CR=‐2.839, p < 0.01; β=‐0.106, CR=‐2.275, p < 

0.05) but not on PEOU  (β=0.019, CR=0.346, p  >  0.05),  supporting H10  and H12 but not H11.The 

relationships among the original TAM constructs (PU, PEOU, BI) were partially significant. Both PU 

and PEOU significantly  influenced BI  (β=0.476, CR=7.55, p < 0.001;  β=0.212, CR=3.748, p < 0.001), 

supporting H13 and H15. However, PEOU did not significantly affect PU  (β=0.025, CR=0.381, p > 

0.05). The variance structure is shown in Figure 2. 

HM, SE, PQ, AIAX, PU, and PEOU collectively explained 64% of the variance in BI. HM, SE, PQ, 

AIAX, and PEOU together accounted for 31% of the variance in PU. Additionally, HM, SE, PQ, and 

AIAX explained 30% of the variance in PEOU. 

Table 5. Hypothesis testing. 

Hypothesis  Standardized coefficient  S.E.  C.R.  Status 

H1: HM → PU  0.235***  0.047  4.328  Accepted 

H2: HM → PEOU  0.215***  0.041  4.014  Accepted 

H3: HM → BI  0.238***  0.031  4.874  Accepted 

H4: SE → PU  0.012  0.056  0.194  Rejected 

H5: SE → PEOU  0.463***    0.046  8.063  Accepted 

H6: SE → BI  ‐0.055  0.035  ‐1.044  Rejected 

H7: PQ → PU  0.475***  0.049  8.184  Accepted 
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H8: PQ→ PEOU  0.206***    0.041  3.766  Accepted 

H9: PQ → BI  0.303***  0.035  5.359  Accepted 

H10: AIAX → PU  ‐0.154**  0.045  ‐2.839  Accepted 

H11: AIAX → PEOU  0.019  0.041  0.346  Rejected 

H12: AIAX → BI  ‐0.106*  0.028  ‐2.275  Accepted 

H13: PU → BI  0.212***    0.041  3.748  Accepted 

H14: PEOU → PU  0.025  0.076  0.381  Rejected 

H15: PEOU → BI  0.476***  0.052  7.55  Accepted 

*: p < 0.05; **: p < 0.01; ***: p <0.001. 

 

Figure 2. Based on the results of the SEM analysis. 

4.4. Differences Among Demographic Characteristics 

There were no significant differences in PQ and AIAX between genders. However, HM, SE, PU, 

PEOU,  and  BI  showed  significant  differences  between  genders  (t=3.679,  p<0.01;  t=4.582,  p<0.01; 

t=1.976, p<0.05;  t=4.343, p<0.01;  t=4.311, p<0.01). No  significant differences were  found  across  all 

dimensions based on age. Additionally, SE, PQ, and PEOU exhibited significant differences based on 

participantsʹ familiarity with AI painting (F=5.696, p<0.001; F=5.673, p<0.001; F=4.687, p=0.001). There 

were no significant differences in HM, AIAX, PU, and BI based on familiarity with AI painting. The 

three‐line tables comparing demographic differences are presented in Tables 6 and 7. 

Table 6. Gender differences. 

  Male  Female  t  p 

HM  5.06±1.14  4.59±1.12  3.679  *** 

SE  4.70±1.05  4.19±0.93  4.582  *** 

PQ  4.51±1.10  4.35±1.15  1.300  0.195 

AIAX  4.32±1.22  4.49±1.17  ‐1.288  0.199 

PU  4.25±1.12  4.00±1.16  1.976  * 

PEOU    5.00±0.81  4.56±0.98  4.346  *** 

BI  4.96±0.87  4.51±0.97  4.311  *** 

*: p < 0.05; **: p < 0.01; ***: p <0.001. 
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Table 7. Differences in levels of understanding. 

  None understanding at all  Slight  Basic  Moderate  High  F  p 

HM  4.85±0.92  4.88±1.12  4.78±1.17  4.33±1.62  3.38±3.36  1.694  0.151 

SE  3.92±1.00  4.43±1.03  4.83±0.82  4.69±0.85  6.13±1.24  5.696  *** 

PQ  4.46±1.06  4.53±1.08  4.31±1.22  3.55±1.06  2.00±1.41  5.673  *** 

AIAX  4.15±1.05  4.38±1.22  4.71±0.94  4.46±1.43  4.83±3.06  1.134  0.340 

PU  4.13±1.11  4.18±1.11  4.04±1.17  3.71±1.58  3.33±2.36  0.939  0.441 

PEOU    4.21±1.04  4.89±0.86  4.75±0.88  4.58±1.24  5.00±1.41  4.687  *** 

BI  4.55±0.67  4.81±0.90  4.58±1.01  4.53±1.54  5.00±2.47  1.214  0.305 

*: p < 0.05; **: p < 0.01; ***: p <0.001. 

5. Discussion 

This study extended and deepened  the TAM model. Based on  the original TAM  framework 

(including  PU,  PEOU,  and  BI),  four  external  factors were  introduced:  hedonic motivation,  self‐

efficacy,  painting  quality,  and  AI  anxiety.  The  analysis  results  showed  that  out  of  the  fifteen 

hypotheses,  eleven  were  validated,  while  the  remaining  four  were  rejected.  Except  for  the 

relationship between PEOU and PU, all other relationships within the original TAM were supported. 

These  findings are partially  consistent with existing  research  conclusions on AI  systems but also 

reveal certain differences. Overall, our data validated the acceptance model for AI painting tools. 

5.1. Hedonic Motivation 

This study found that HM significantly and positively influenced PU, PEOU, and BI (β=0.235, 

CR=4.328, p < 0.001; β=0.215, CR=4.014, p < 0.001; β=0.238, CR=4.847, p < 0.001). In other words, when 

users have higher hedonic motivation, they perceive AI painting tools as more useful and easier to 

use,  thereby demonstrating a stronger  intention  to use  them.  In other words, hedonic motivation 

affects usability, which  in  turn  influences usage  intention. This  result  is consistent with previous 

studies [45,121–123]. The possible reasons are as follows: 

(1) Although  this system  is an AI painting  learning  tool,  its hedonic attributes should not be 

overlooked. Research shows that while most products are usable, they often lack fun, and fun is a 

key factor  in promoting a positive user experience  [124]. Hedonic motivation can stimulate usersʹ 

interest  and  positive  emotions  towards  new  technologies,  leading  to  higher  expectations  and 

acceptance of the technology. When users are in a pleasant emotional state, they are more likely to 

overlook  the  complexity  or  potential  obstacles  in  the  usage  process,  thus  achieving  higher 

satisfaction. This internal connection enhances the userʹs intention to use the system [125,126]. 

(2) Unlike traditional painting, which requires a large amount of time and effort, AI painting 

imposes almost no  requirements on  the user’s drawing skills, as users only need  to  input  text  to 

generate images. This low‐barrier creative process allows non‐professional users to focus more on 

enjoying the creation process itself, rather than worrying about skill deficiencies or poor results. At 

the  same  time,  AI  painting  can  quickly  produce  images  and  provide  immediate  psychological 

feedback  to  the user. This  experience not  only meets  their  entertainment  needs  but  also  further 

enhances their evaluation of the systemʹs usability [19]. 

(3) For functional products, while usability is usually an important factor in determining user 

engagement,  in practice,  a  sense of  accomplishment  at different  stages  can  significantly  enhance 

learning motivation [127]. This sense of achievement  leads users to  focus more on the satisfaction 

brought by  successful  creation  rather  than  specific operational  issues, which may  cause  them  to 

overlook usability problems. However, when this sense of accomplishment is replaced by fun, usersʹ 

overall evaluation of the system may further improve. Studies have shown that fun, as a more direct 

emotional driving  factor, has a greater effect on enhancing usability  [128]. Therefore, when users 

prioritize pleasant experiences, the emotional feedback they receive often provides a more immediate 

motivating effect. 
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5.2. Self‐Efficacy 

This study found that SE significantly positively affects PEOU (β=0.463, CR=8.063, p < 0.001). In 

other words, when users have high confidence in using the AI drawing tool, they also perceive it as 

easier to use. This is consistent with most research on technology acceptance [73,129,130]. 

Interestingly, we found that SE has no significant effect on PU and BI (β=0.012, CR=0.194, p > 

0.05; β=‐0.055, CR=‐1.044, p > 0.05). Users do not necessarily perceive the AI drawing tool as useful or 

desire to use it simply because they are confident in operating the tool. This supports the findings of 

Esiyok  et  al.  [131]  and  of  Falebita  and Kok  [132].  This  could  be  because  the  participants were 

predominantly non‐design major higher education  students, whose self‐efficacy only affects  their 

initial self‐assessment, while their ultimate willingness to use the tool depends on their actual needs. 

The reasons may be: 

(1) Non‐design studentsʹ primary needs for AI painting tools in their academic or daily activities 

often focus on completing specific tasks (such as academic reports or project presentations) rather 

than long‐term usage or in‐depth exploration [133]. Due to the time constraints of these tasks, users 

rarely have the opportunity to accumulate experience through repeated practice and thus develop 

self‐efficacy with  the system. Moreover,  the completion of  short‐term  tasks often depends on  the 

direct functionality of the tool rather than the userʹs in‐depth mastery. The mismatch between the 

short‐term nature of these needs and the gradual development process of self‐efficacy may be the 

direct reason why SE has no significant impact on PU and BI. 

(2) Non‐design students focus more on the basic functions of AI painting tools rather than their 

complex applications [134]. When they perceive that their limited professional skills prevent them 

from fully utilizing the toolʹs potential, the impact of SE on PU and BI may diminish. In other words, 

due to their lack of confidence in handling complex operations, they may be more inclined to perceive 

it as a  low‐threshold drawing tool rather  than a platform  for efficient artistic creation, which also 

weakens the role of SE in the entire process. 

(3)  For  students  lacking  a design  background,  the  emergence  of PU  and BI may not  solely 

depend on their confidence in operating the tool [131]. The entertainment attributes of AI painting 

tools may stimulate usersʹ non‐utilitarian motivations, leading them to explore or use the tool out of 

curiosity or for entertainment purposes [41]. In this case, PU and BI are likely to be more influenced 

by these additional factors, which weakens the impact of SE. 

5.3. Painting Quality 

This  study  found  that PQ had  a  significant positive  impact on PU, PEOU,  and BI  (β=0.475, 

CR=8.184, p < 0.001; β=0.206, CR=3.766, p < 0.001; β=0.303, CR=5.359, p < 0.001). This means that when 

users perceive the image quality generated by AI painting tools as higher, they tend to enhance their 

evaluation of the toolʹs usefulness and further develop a stronger intention to use it. This result is 

supported by Jiang et al. [135] and Wang et al. [136]. The possible reasons are as follows: 

(1) Usersʹ aesthetic perception of the artwork influences their evaluation of the toolʹs usability 

[137]. This phenomenon can be explained by the attractiveness bias. In other words, when people 

perceive a product as highly attractive, they tend to consider it more practical [138,139]. This cognitive 

bias unconsciously leads users to overlook the potential shortcomings of AI painting tools, thereby 

generating a stronger intention to use them. 

(2) The high‐quality images generated by AI painting tools meet usersʹ needs in artistic creation. 

Particularly for non‐design students, they may lack the foundational skills in painting and thus be 

unable  to  experience  true  satisfaction  in  their  creations. However, AI painting  tools  can quickly 

generate images that align with usersʹ needs, and this immediate and effective feedback enhances 

usersʹ perceived usability and intention to use the tool [140]. 

(3) The creations of AI painting tools exhibit a high degree of shareability. Users participate in 

the painting process by  inputting prompts and, despite  lacking professional expertise, develop a 

sense of ownership, perceiving the results as ʺmy work.ʺ Moreover, AI painting technology excels in 

deconstructing and reconstructing existing elements, thereby creating surreal visual effects. In this 
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context, usersʹ needs for creative expression are fully satisfied, leading to an increased dependence 

on the tool [141]. It is worth emphasizing that higher education students tend to exhibit a stronger 

inclination  toward personalized  self‐expression. AI painting, by offering  functions  such as  image 

stylization and convenient sharing channels, meets  their diverse expressive needs. Consequently, 

their perceived usefulness and behavioral intention toward the tool are also enhanced. 

5.4. AI Anxiety 

This study found that AIAX significantly and negatively affects PU and BI (β = ‐0.154, CR = ‐

2.839, p < 0.01; β = ‐0.106, CR = ‐2.275, p < 0.05). This means that when users experience anxiety about 

AI technology, their perceived usefulness of the tool and usage intention significantly decrease. This 

finding validates the research results of Li [46] and Du et al. [39]. A possible explanation is that AI 

anxiety amplifies usersʹ perceptions of technological complexity and potential risks, leading to a sense 

of resistance even before using the tool. This psychological state may persist throughout the entire 

usage process and negatively impact usersʹ perceived usefulness and usage intention. 

Interestingly, AIAX does not appear to have a significant effect on PEOU (β=0.019, CR=0.346, p 

> 0.05). This indicates that usersʹ perception of ease of use is not entirely determined by AI anxiety. 

The possible reasons are: 

(1) Usersʹ perception of ease of use primarily stems from their direct experience with operational 

complexity  rather  than  specific  emotions  or  psychological  expectations  [142].  Even  if  they  have 

concerns about AI technology, as long as they find the actual operation of the tool to be simpler than 

expected, they may still perceive it as highly easy to use. Therefore, usersʹ firsthand experience may 

mitigate the negative impact of AI anxiety on ease‐of‐use evaluation. 

(2) Usersʹ concerns about the potential risks of AI technology or doubts about the reliability of 

its output may  lead  to AI anxiety. Specifically, users may worry  that AI‐generated artworks  lack 

originality, fail to meet specific needs, or pose privacy risks at the technical level [89,143]. While these 

concerns directly affect usersʹ overall assessment of  the systemʹs value,  they have  little  impact on 

judgments made during the actual usage process. Therefore, even in the presence of anxiety, users 

may still quickly adapt to the operation and not transfer their negative emotions to evaluations of 

operational difficulty. 

(3) For non‐design major students, the semantic generation and convenient adjustment functions 

provided by AI painting tools are sufficient to meet their creative needs, allowing them to maintain 

their perception of ease of use even under AI anxiety [144]. These users are typically more dependent 

on the toolʹs functionality and less tolerant of complex interactions, so the interference of anxiety on 

their perceived ease of use is therefore limited. 

5.5. Perceived Usefulness and Perceived Ease of Use 

The structural relationships in the original TAM model remain significant. The study found that 

both PU and PEOU had a significant impact on BI (β=0.476, CR=7.55, p < 0.001; β=0.212, CR=3.748, p 

< 0.001), but PEOU had no significant impact on PU (β=0.025, CR=0.381, p > 0.05). This suggests that 

usersʹ perception of  the usefulness of AI painting  tools  is not based on ease of use. Sagnier  [145] 

supports this view. Based on our findings, we speculate that this may be due to the following reasons: 

(1) As a functionality‐driven product, even if difficult to use, it can still address usersʹ rigid needs 

[146]. In the case of participants who have no background in drawing, AI painting tools can resolve 

the problem of difficulty in getting started with drawing. Users are more concerned with whether the 

AI drawing tool can meet  their creative goals and generate high‐quality artwork rather  than how 

easy  it  is  to  operate.  Therefore,  their  perception  of  usefulness  is more  based  on  the  functional 

operation and output results, which leads to a weaker impact of perceived ease of use on perceived 

usefulness. 

(2) The automation and intelligence of AI drawing naturally lead users to assume its operation 

is convenient [19]. In the research results, the ease‐of‐use score was higher than the usefulness score, 

with an average of 4.78 compared to 4.13 for usefulness. As users become more familiar with the AI 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 12 August 2025 doi:10.20944/preprints202508.0766.v1

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202508.0766.v1
http://creativecommons.org/licenses/by/4.0/


  16  of  27 

 

drawing tool, they gradually adapt to its operating process. This low‐cost learning model neutralizes 

the impact of initial operational difficulty on the perception of usefulness. Therefore, users do not 

increase their perception of usefulness as they gain more familiarity or experience. 

5.6. Differences Between Demographic Characteristics 

We found significant differences in HM, SE, PU, PEOU, and BI across genders (t=3.679, p<0.01; 

t=4.582, p<0.01; t=1.976, p<0.05; t=4.343, p<0.01; t=4.311, p<0.01). The results indicate that, except for 

the AIAX dimension, males generally scored higher  than  females. The most significant difference 

between males and females was observed in the SE dimension. This suggests that males perceive AI 

painting  tools more positively and exhibit a stronger willingness  to accept  them. The  findings of 

Wang [147] and Cai et al. [148] support this result, as their studies indicate that males demonstrate a 

higher acceptance of new  technologies. A possible explanation  is  that  females are more prone  to 

anxiety when  encountering  new  technologies, which may  be  related  to  socialization  factors  or 

technological experience [149]. In contrast, males tend to exhibit a higher level of hedonic motivation 

or interest in using new technologies [150]. This may effectively mitigate their potential anxiety and 

enhance  their confidence  in using  the product. As a result, even when  they encounter difficulties 

during  operation,  they  are  more  willing  to  make  efforts  to  overcome  them.  This  significantly 

enhances their perceived usefulness of the tool and their intention to use it. 

In  addition,  SE,  PQ,  and  PEOU  showed  significant  differences  based  on  the  level  of 

understanding of AI painting (F=5.696, p < 0.001; F=5.673, p < 0.001; F=4.687, p = 0.001). Specifically, 

understanding positively  influenced SE  and PEOU. This  indicates  that usersʹ  familiarity with AI 

painting tools affects their confidence in using the tool and their ease‐of‐use evaluation. This may be 

because a clear understanding of  the working principles can  reduce concerns about  the potential 

complexity  of  new  technologies,  leading  users  to  perceive  the  technology  as  easier  to master. 

Interestingly, we found a negative impact of understanding on PQ, suggesting that the more familiar 

users are with the technical advantages of the tool, the stricter their requirements for the final output 

quality. In other words, if users are aware of the toolʹs capabilities in terms of generation quality and 

diversity, they tend to have higher aesthetic expectations [151]. In contrast, users who are not familiar 

with the tool may be more easily satisfied with AI‐generated images. 

6. Conclusions, Limitations, and Future Work 

This study aims to examine the acceptance of AI painting tools among higher education students 

and the factors influencing their adoption. The results indicate that four external variables based on 

the  extended  TAM—hedonic motivation  (HM),  self‐efficacy  (SE),  painting  quality  (PQ),  and AI 

anxiety (AIAX)—affect higher education students’ perceived usefulness and behavioral intention to 

varying degrees. Overall, this research extends the TAM and provides empirical evidence to guide 

educators in effectively integrating AI painting tools into aesthetic education contexts. 

The results indicate that HM and PQ have significant effects on PU, PEOU, and BI. This suggests 

that when  introducing  AI  painting  tools  into  aesthetic  education,  educators  should  emphasize 

studentsʹ intrinsic interest and interactive experiences. At the same time, improving the quality of AI‐

generated artworks can enhance studentsʹ perceived usefulness and behavioral intention. In addition, 

the study confirms the positive influence of SE on PEOU, indicating that educators should focus on 

the guidance of technology to improve students’ sense of achievement when using AI painting tools. 

Students may be encouraged to explore and express freely, and their confidence can be strengthened 

through task‐based mechanisms. 

The study confirmed that AIAX has a significant negative impact on both PU and BI. This finding 

highlights the need for educators to address studentsʹ potential technology anxiety and guide them 

in developing a healthy human‐machine relationship. Introducing the generative logic of AI‐based 

painting to students may effectively reduce their anxiety toward emerging technologies. Consistent 

with previous studies, PU and PEOU continue to exert significant effects on BI in this research. This 

suggests  that  perceived  usability  remains  a  critical  factor  in  the  pedagogical  application  of  AI 
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painting tools. Furthermore, the results indicate that gender and AI literacy level exhibit significant 

differences across multiple paths. Therefore, individual differences should be carefully considered 

when  integrating AI painting  tools  into  art  education  settings,  as  they play  a  crucial  role  in  the 

acceptance process. 

This  study has  certain  limitations. First,  the  findings did not  reveal  significant  relationships 

between self‐efficacy (SE) and perceived usefulness (PU) or behavioral intention (BI), nor between 

perceived  ease  of  use  (PEOU)  and  PU  in  the  context  of  using  AI‐based  painting  tools.  These 

relationships  warrant  further  investigation.  Second,  the  questionnaire‐based  data  collection  is 

inherently subjective and may carry potential biases. Moreover, most participants in this study held 

undergraduate  degrees,  and  they may  be more  concerned with  the  entertainment  value  of  the 

software. However, it is worth noting that postgraduate students also showed interest in AI painting 

tools. Compared with undergraduates, they may not focus solely on the entertaining aspects of such 

tools [152]. Therefore,  it is necessary to acknowledge that the findings of this study may not fully 

reflect the acceptance of AI painting tools among higher education students across all academic levels 

in China. 

Moreover,  this model  is  based  on  TAM. While  the  simulation  results  demonstrate  strong 

explanatory power, they also indicate that some important variables may have been overlooked. For 

example, social influence plays a crucial role among younger users, who are often influenced by their 

peers  [153]. Likewise,  cultural differences  can  impact users’  acceptance  of AI  technologies  [154]. 

Although  this  study  expands  the  traditional model,  additional  factors  affecting AI painting  tool 

adoption have not been fully considered and warrant further exploration. Integrating other models, 

such  as  UTAUT  and  AIDUA,  could  offer  a  broader  perspective  on  AI  technology  acceptance. 

Additionally, it is important to note that this study examines behavioral intention rather than actual 

usage behavior, which deviates from the original TAM framework. Since behavioral intention does 

not always translate into concrete actions [155], the findings should be interpreted with caution. 
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Appendix A 

Structures  Items  Statements 
Referenc

es 

Hedonic 

motivation(HM) 

HM1  I enjoy the process of interacting with this AI painting tool.  [105]; 

[54]; 

[106]; 

[107] 

HM2  Interacting with this AI painting tool is fun. 

HM3  Interacting with this AI painting tool is pleasant. 

HM4  The actual interaction process with this AI painting tool is comfortable. 

Self‐efficacy(SE) 

SE1  I am confident in operating this AI painting tool. 

[108] 
SE2  This AI painting tool is not difficult for me. 

SE3  I have the ability to complete tasks using this AI painting tool. 

SE4  I believe I can complete AI painting on my own. 

Painting quality(PQ) 

PQ1  I find the works created by this AI painting tool to be attractive. 

[76,109] 

PQ2 
I find the colors in the works created by this AI painting tool to be 

harmonious. 

PQ3 
I find the composition of the works created by this AI painting tool to 

be reasonable. 

PQ4  I find the works created by this AI painting tool to be vivid. 

AI anxiety(AIAX) 

AIAX1  I worry that this AI painting tool may cause dependency. 

[83] 
AIAX2 

I worry that this AI painting tool may lead to the degradation of our 

painting abilities. 

AIAX3 
I worry that the works created by this AI painting tool may not match 

my expectations. 

Perceived 

usefulness(PU) 

PU1 
I believe using this painting software is useful for improving my 

painting skills. 

[110] 

PU2  I believe using this AI painting tool will improve my painting abilities. 

PU3 
I believe using this AI painting tool will improve my painting 

expression. 

Perceived ease of 

use(PEOU) 

PEOU1  I believe I can learn this software quickly. 

PEOU2 
I believe the interface of this software facilitates quick identification 

and use. 

PEOU3  I believe this AI painting tool can help me achieve my goals quickly. 

PEOU4 
I believe the interface of this software makes it easy for me to master 

quickly. 

Behavioral intention 

(Bl) 

BI1  The results of this AI painting tool left a deep impression on me. 

BI2  I believe this AI painting tool is a valuable tool. 

BI3  I am very satisfied with the works created by this AI painting tool. 

BI4  I believe using this AI painting tool for creation is worthwhile. 
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