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Abstract

The objective of this paper is to frame research improving the governance of modern cyber-physical
systems (CPS) and Complex Systems of CPS through better regulation and compliance. CPS are
increasingly being used to undertake high-hazard activities that have the potential to cause
significant impact on people and the environment. The analysis detailed in this paper provides
insights into how maritime, aviation, and nuclear regulators from the United States of America, the
European Union, and Australia, in particular, facilitate the global trend of integrating cyber
components into the high-hazard physical systems they regulate. This insight is gained by
undertaking a systematic document review and word search analysis of the regulations, codes,
standards and guidance documents published or referred to by these regulators, relevant to the
operation of the high-hazard CPS they regulate. These documents were selected to assess the
importance that these regulators place on cybersecurity, cyber safety, and cyberworthiness. This
analysis confirmed that current regulations primarily treat cyber and physical safety in isolation and
generally perceive the application of cybersecurity as adequate for achieving safety for the cyber
aspects of a CPS. This demonstrates the need for the application of more contemporary concepts,
such as cyberworthiness, to the regulation of high-hazard CPS, as well as methods to pathologically
assess and incrementally improve governance of such systems through approaches like Complex
Systems Governance.

Keywords: cyber; safety; cybersecurity; cyberworthiness; cyber-physical; complex; governance;
regulation; cybernetics; resilience

1. Introduction

Given the rapid pace of technological change for high-hazard cyber-physical systems (CPS),
there are numerous potential avenues for research on how to govern their development, operation,
sustainment, and eventual disposal. The primary research question being addressed in this paper is
as follows:

How can Complex Systems Governance (CSG) principles inform cyber-resilience for use in
cyber-physical applications undergoing constant technological change, that ensures:

1.  Continuous validation of the status of cyber-physical safety?
2. Lifecycle traceability of cyber-resilience claims?
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3. Interoperability across multi-jurisdictional Complex Systems of Cyber-Physical Systems
(CSoCPS)?

Note that both cyber-resilience and cyberworthiness are terms used somewhat interchangeably
between Western nations as a measure of a capability’s suitability to operate in its intended
environment, where that intended environment includes a contested cyber domain [136]. The results
obtained in addressing this research question will then be used to inform future research on how to
best assess and measure the cyberworthiness of CSoCPS, which regulators may then utilize to
evaluate compliance against their regulations. It is anticipated that the results of any additional
research will be reported in future publications.

The paper first introduces the concept of modern CPS and the more complex CSoCPS, and their
increasing use in high-hazard activities that have the potential to cause a significant impact on people
and the environment. This paper then demonstrates the need for the application of more
contemporary concepts, such as cyberworthiness, to the regulation of high-hazard CPS. That
demonstration is achieved through the analysis of current regulatory practices for CPS through the
lens of instructive contemporary case studies, as well as a content analysis of the regulations and
guidance material of a representative group of domestic regulators of high-hazard CPS that have
global reach.

In Section 2, we explain in more depth the concept of cyberworthiness and the research questions
to be addressed by the analysis associated with this paper, including a regulator-focused definition
of cyberworthiness. We further examine the role of CPS in modern society, highlighting the need in
most instances for more regulation to ensure their safe operation. We also discuss the significance of
applying cyberworthiness principles to their ongoing safety.

In Section 3, we examine the various ways CPS are currently being regulated. Using
contemporary case studies, we demonstrate a current regulatory gap that exists due to the narrow
application of cybersecurity practices in addressing CPS safety.

In Section 4, through the analysis of international organizations and their domestic counterparts
that regulate high-hazard CPS, we demonstrate the limited focus on the cyber aspects of CPS when
regulating high-hazard systems for safety. This section provides evidence of cyber-physical safety
governance gaps in three international physical domains.

In Section 5 we look at potential principles-based cyberworthiness regulations that can be used
by regulators to bridge the regulatory gaps highlighted in Sections 3 and 4. This section explains
Complex Systems Governance approaches and an aligned cyberworthiness governance framework
prototype that regulators of high-hazard CPS can utilize.

In Sections 6 and 7 the limitations of this paper are then discussed, along with useful future
research and investigations that could be conducted to inform the future development of a
cyberworthiness governance framework, and final conclusions are presented.

2. The Cyber-Physical Safety Challenge

As cyber components are increasingly integrated into existing physical systems for critical and
non-critical system functions, the number of CPS is growing correspondingly. The Cisco Annual
Internet Report (2018-2023) Public White Paper [1], indicates increased machine-to-machine (M2M)
connections from 2018 to 2023. The number of M2M connections is used as a proxy for internet-
connected CPS, indicating increasing growth in the number of CPS rather than actual CPS numbers.
This report also shows that the proportion of M2M connections increased from 33% to 50% of all
internet-connected devices over the same period, thus indicating a more rapid increase in CPS than
traditional IT systems and devices. These numbers do not include M2M operating across networks
that are not connected to the internet, so the total number of M2Ms is likely to be larger.

The rise of cyberspace as a more recent technological advance and its ongoing integration with
the Physical domain manifests broadly into the Internet of Things (IoT). Hogan and Newton (2015)
identify Advanced Programmable Logic Controllers (PLC), Supervisory Control and Data
Acquisition (SCADA), and distributed control systems (DCS) components [2] as the primary interface
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between cyberspace and physical domains. This technology is broadly referred to as Operational
Technology [3], distinct from traditional Information and Communication Technology (ICT) systems
that are primarily focused on the storage, retrieval, computation, and transmission of data and
information.

This Operational Technology interface gives rise to the broad concept of Industrial Control
Systems (ICS) [4], CPS [5,6] and the interconnection of many CPS into a CSoCPS [7].

2.1. Cyber-Physical Systems

The cyber domain is increasingly merging with the physical domain through the rapid growth
and widespread adoption of the IoT and more substantial CPS, which are critical to a safe and
functional modern society. Figure 1 provides a high-level depiction of ICT and operational
technology components that can be found in a common modern CPS. For this article, the definition
of a CPSis drawn from the US National Science Foundation, Ross, R. and V. Pillitteri, and Networking
and Information Technology Research and Development, as follows:

CPS - are engineered systems that are built from and depend upon the seamless integration of
computation and physical components [8]. They are systems that are interacting digital, analog,
physical, and human components engineered for function through integrated physics and logic [5].
They can be smart networked systems with embedded sensors, processors and actuators that are
designed to sense and interact with the physical world (including the human users), and support
real-time, guaranteed performance in safety-critical applications. In CPS systems, the joint
behavior of the “cyber” and “physical” elements of the system is critical - computing, control,
sensing and networking can be deeply integrated into every component, and the actions of
components and systems must be safe and interoperable [9].

While the cyber domain brings significant benefits to physical systems, such as enhanced
coordination, efficiency, and autonomous capabilities, these benefits can also give rise to substantial
hazards to the physical domain. CPS exhibit fragmented accountability due to multi-vendor supply
chains (no unified safety case), lifecycle mismatches (i.e., 20-year physical assets compared to 3-year
cyber refresh cycles). In part, this occurs because of the insidious evolution of malicious exploitation
by cyber threat actors and the difficulty with which ‘patching’ and protective mitigations can be put
in place by CPS operators and practitioners to mitigate these threats after CPS are already in
operation, and after they become aware of ‘new’ or ‘exploited” vulnerabilities.
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Figure 1. Example Cyber-Physical Systems and their high-level ICT and operational technology components
labelled.

2.2. Complex Systems of Cyber-Physical Systems
Engell )[7] defines a CSoCPS as:

Complex Systems of CPS — complex systems of connected, or interacting, CPS that can exist
across vast distances, and are engineered systems that are built from and depend upon the seamless
integration of computation and physical components [7].

The need to ensure the safety of CPSs is commensurate with the amount of harm that can be
done to people and the environment if the system behaves in an unintended and detrimental manner.
Individual instances of CPS include modern cars, aircraft, trains, and ships, while examples of
CSoCPS include road systems, airports, rail systems, ports, hospitals, nuclear reactors, and the
electricity grid supplying power to infrastructure CPS. Figure 2 provides an example of how CPS
form CSoCPS in modern society.
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Figure 2. Interconnected CPS Creating CSoCPS showing the cyber domain spanning all macro physical domains.

(Adapted from RMIT - https://sites.rmit.edu.au/cyber-physical-systems).

The convergence of the cyber and physical domains into highly complex CPSs provides
unprecedented capability, with the associated benefit of increased productivity and enhanced ability
for a broad range of human endeavors. However, these benefits do not come without significant
potential hazards to the CPS, the environment, and the people who may encounter CPS. When
considering the rapid increase in the number and variety of CPS, the potential for unintended harm
takes on significant additional abstraction, complexity and uncertainty. The root causes of
unintended harmful behavior in CPS may be traced back to obsolete interfacing systems or factors in
the system’s cyber-physical operating environment that were not considered during the system'’s
development. Many of these hazards are novel and require careful management and mitigation to
prevent catastrophic incidents from occurring.

2.3. Complex Systems Governance

Complex Systems Governance — can be applied to the operation and management of any
complex system or complex system of systems, which CPS and CSoCPS inherently are. Complex
Systems Governance foundations are in the theory of cybernetics developed in the 1950s by Ashby
and considered to be an evolution of systems engineering [35]. Keating and Katina detail how the
application of Complex Systems Governance provides a methodology to provide control,
communication, coordination, and integration of a complex system using nine metasystem functions.
The analysis in Section 4 of this paper utilizes three of the nine metasystem functions, namely,
strategic monitoring, environmental monitoring, and operational performance, in the assessment of
a representative set of regulations for high-hazard CPS.
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2.4. Cyberworthiness

CPS can range from a surgically implanted pacemaker to an electronic door lock, and from
commercial airliners to spacecraft and nuclear power stations. Due to the high-hazard nature of many
types of CPS, there is an increasing need to assure the public of their safe ongoing operation.
Considering the importance of the safe operation of high-hazard CPS, safety regulators should
actively keep up with technology trends and become informed about more contemporary concepts,
such as the cyberworthiness of CPS. While cyberworthiness is not yet a widely used concept, Fowler
and Sitnikova describe cyberworthiness in terms of the cyber resilience of critical cyber systems and
the ability of an entity, regardless of its size and complexity, to manage its cyber resources effectively
through adversity, including deliberate attacks. Building on Fowler and Sitnikova’s concept of
cyberworthiness and applying it to CPS in the context of the analysis undertaken for this article, the
term Cyberworthiness shall be defined as a:

the overall state of operation and resilience of a cyber-physical system, or a complex system of cyber-
physical systems, with specific regard to the ongoing and effective operation of all critical cyber
components of the CPS, operating within a potentially contested and hostile cyberspace, to assure
(to a tolerable level) the continuing and safe provision of the physical outputs of the cyber-physical
system.

Given the pace with which technology changes, it is challenging to regulate technology directly.
Regulations may prohibit the introduction of new technologies or focus on the activities and
behaviors of the people who effectively control the CPS over its complete lifecycle, with a focus on
the people responsible for the development, maintenance, operation, and disposal of CPS. It follows
that to regulate the cyberworthiness of CPS, it is critical to be able to measure the level of
cyberworthiness of high-hazard CPS throughout the complete lifecycle of the CPS. Currently, this
research considers and contributes to the argument that there are no specific high-hazard CPS
regulations that comprehensively cover the intersection of cybersecurity and physical safety, fully
accounting for the cyberworthiness of a high-hazard CPS. The definition provided above gives
regulators an operational focus on the ongoing provision of safe physical outputs of CPS. This
definition of cyberworthiness is tied to the demonstrable capability of a CPS and CSoCPS to:

1. Maintain safety-critical functions under cyber-induced disruptions
2. Distinguish security-safety dependencies and conflicts
3. Sustain evidence-based assurance across lifecycle phases

2.5. Proliferation of CPS in High-Hazard Applications

The critical infrastructure that supplies these high-hazard CPS with their physical outputs, in
the form of services and utilities necessary for their safe and ongoing operation, is itself a high-hazard
CPS. These cyber and physical interactions between high-hazard CPS also create high-hazard
CSoCPS. If large enough numbers of normally innocuous CPS are connected into a CSoCPS, their
numbers alone may give rise to emergent hazards that have not been contemplated and for which no
mitigation has been developed or applied. Lithium batteries are a good example of this, as they are
an actual CPS that would be practically useless without the associated control electronics. One
lithium battery may not be considered hazardous. Still, a high concentration of many lithium batteries
could constitute a significant hazard. If large numbers of lithium batteries were simultaneously
compromised across a dispersed area through a coordinated cyberattack, the consequences could be
catastrophic, quickly overwhelming any standard emergency response.

2.6.  The Drawbacks of CPS

Combining the cyber domain with physical systems can have potentially catastrophic
drawbacks. Allowing systems to rapidly update remotely on mass with insufficient testing and
security may cause otherwise appropriately controlled physical systems, such as electric vehicles, to
become unacceptably hazardous. Providing remote operation and unsupervised autonomy to
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existing hazardous systems, such as nuclear reactors, may allow for nuclear safety and security
incidents that are catastrophic to major human populations worldwide. For these reasons, it is
paramount that the worthiness of physical systems to utilize the cyber domain is meticulously tested
and evaluated before initial operation and equally meticulously assured through regular operational
tests and evaluations. Such test and evaluation regimes would assure operators, users, and regulators
of high-hazard CPS of their cyberworthiness.

2.7. Inherent CPS Vulnerabilities

Inherent vulnerabilities in CPSs often relate to the relatively static nature of their ICT and
Operational Technology systems once in operation and the difficulties associated with patching,
upgrading, and testing legacy CPSs that interact with new CPSs brought into service [11].
Considering the benefits of networking many CPSs of varying types with one another and additional
ICT systems to form CSoCPS, an operator of CPS may have large numbers of purposely networked
CPSs, with the possibility of many more externally controlled ICT systems and other CPSs that have
the potential to network with them. This means that the overall attack surface of the CCoCPS that the
CPS belongs to is far larger than the attack surface of any individual CPS, causing them all to be
vulnerable to a cyber-attack.

An additional vulnerability inherent to CPS is the potential for misalignment of the
cybersecurity workforce and the (physical) technical workforce working on a CPS [12]. Very few
individuals possess deep cybersecurity knowledge and a deep understanding of the critical failure
modes of a given CPS, much less across sectors that utilize CPS. This problem is an inherent
workforce and skills problem that is a key vulnerability in the ongoing cyberworthiness of CPS.

The prospect of cyber-attacks presents a unique inherent vulnerability of CPS, and this poses a
specific, newer threat to operators, users, and people near high-hazard CPSs, as they have the
potential to realize the hazards associated with the systems. Many types of actors might perform
cyberattacks, and they may do so for various reasons and from a great distance from the CPS.
Regardless of intent and motivation, unauthorized personnel or organizations in the ICT systems
associated with the operation of high-hazard CPSs are highly undesirable and potentially
catastrophic.

2.8. Ensuring the Cyberworthiness of CPS and CSoCPS

As cyberworthiness focuses on the assurance of the physical outputs of CPS, it is insufficient to
determine the state of cybersecurity of the CPS” ICT systems and extrapolate the cyberworthiness of
the CPS to be the same or similar. This inappropriateness is because cybersecurity focuses
predominately on the confidentiality, integrity, and availability of an ICT system, known as the
cybersecurity “triad”. The assurance of this triad is insufficient to ensure the safety of the physical
outputs of CPS. Conversely, indications that one of the cybersecurity triads (e.g., confidentiality of
the data) of a CPS is compromised do not necessarily mean that the cyberworthiness of the CPS is
compromised, since the confidentiality of the data associated with the ICT of the CPS may not be
critical to its operations. So, while cybersecurity remains an important component of the
cyberworthiness of a CPS, it is only one of many factors that may determine the cyberworthiness of
a CPS. Other factors that need to be considered include the age and obsolescence of the ICT in the
CPS, how ICT system updates are applied to the CPS, the operator’s ability to understand and test
the interactions between the CPS and other CPS, and the CPS’s dependencies on other CPS.

2.9. Current Regulatory Landscape for CPS

The operators of high-hazard CPS typically have significant incentives to maintain their CPS as
safe and operational as possible. These incentives range from profit-making to providing life-
supporting services to supporting national security. In the case of high-hazard CPS, the system is
typically required to provide a higher net benefit to compensate for the inherent system hazards that
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workers or the community must tolerate. It may, therefore, be expected that the operators of high-
hazard CPS are more likely to have good internal organizational governance structures and are
therefore more likely to demonstrate effective internal self-regulation for the safe operation of their
CPS [13]. However, the safety of CPSs is not guaranteed through internal regulation alone, as shown
later in this section (i.e., The Changing Environment and Disruptors). A regulator must consider
many other factors and influences before it can be satisfied that overall CPS safety is assured, leaving
operators and users vulnerable to weaknesses in these internal governance measures. These
weaknesses may be driven by incentives for individuals and organizations not to operate their high-
hazard CPS in a manner expected. For example, such practices could include reducing operating costs
by failing to conduct proper maintenance practices or by not engaging the most appropriate
cybersecurity specialists.

Furthermore, operators of high-hazard CPS may choose to continue operating system
components beyond their point of obsolescence when they are no longer supported by the original
equipment manufacturer and security patches are no longer available [14]. From the humble Radio
Frequency Identification Device (RFID) to more complex CPS and CSoCPS, the safety implications of
physical and cyber obsolescence must be adequately understood, considered, and planned for [15,16].

In Australia, the Security of Critical Infrastructure (SOCI) Rules 2025 [17] require critical
infrastructure operators to establish and maintain a critical infrastructure risk management program,
as well as enforce additional cybersecurity obligations on them. Current practices focus on preventing
the occurrence and minimizing the impact of cybersecurity incidents. However, encouraging
operators of CPS to become more mature, cybersecurity-minded organizations is not enough.
Operators of CPS, and organizations that rely on CPS operated by others, need to develop a proper
understanding of their role within the broader complex system of CPS, identify cyberworthiness
issues that may affect their critical physical outputs, and actively implement measures that can
meaningfully mitigate them.

3. Relevant Regulatory Practices

The regulators selected as part of the assessment in Section 4 have a broad range of regulatory
tools at their disposal to regulate the CPS within their remit. In practice, these regulators will use a
mix of these regulatory tools to achieve the best safety outcome given the type and magnitude of
hazard they are seeking to have appropriately managed by the communities they regulate. In this
section, we consider these tools in a broad sense, along with contemporary case studies, to
demonstrate the difficulties in applying particular tools to specific CPS situations and to identify the
most appropriate regulatory tools when seeking to apply regulations specific to cyberworthiness
outcomes.

3.1. Regulatory Approaches to Assure the Safety of High-Hazard CPS for Safety

Regulation comes in many forms and is a category far broader than legislation. Indeed,
regulation encapsulates “any rule endorsed by government where there is an expectation of
compliance.”[18] Often, regulators rely on a mix of self-regulation and external regulation to achieve
the safety outcomes they seek to assure. Baldwin, Scott and Hood contend that Regulation is broadly:

"...the promulgation of rules accompanied by mechanisms for monitoring and enforcement.’[19]
The phrase regulation can include a combination of laws, regulations, technical standards, policies
and processes, that apply to a specific thing.

Given the breadth of this definition, there are different forms of regulation, including those
considered ‘voluntary” or ‘self-regulatory’. On the other end are ‘coercive’, ‘deterrence-based’ or
‘command and control’ measures. Both voluntary and command-and-control approaches could be
considered prescriptive or otherwise. Two broad categories of regulation may impact the safety of a
CPS. That is, regulation that is internal to the entity responsible for a CPS’s safe development,
operation, and disposal, and regulation imposed externally on the responsible entity.
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An external regulator may have legislative powers provided to it by a government, such as the
US Coast Guard for ships operating in US coastal waters or registered in the US [20]. A second
example is an international body such as the International Atomic Energy Agency for the
safeguarding of nuclear material [21] who may regulate certain activities with the agreement of
participating countries through treaties and other international agreements.

Peak industry bodies may behave as a regulator, empowered by the consensus of the broad
industry participants that operate similar high-hazard CPS that deal with similar hazards, such as
the colleges of surgeons or the oil and gas industry [22]. In these instances, there may be a driving
incentive within the regulated community to ensure strong internal regulation at the industry level
to safeguard against more stringent and potentially prohibitive legislative regulations being imposed
externally. This self-regulation may occur due to community pressure following a significant incident
involving a particular type of CPS [23].

For both internal and external regulation, there are two primary ways that the regulations can
be applied; either voluntarily through the regulated community’s strict adherence to published
regulations or codes of practice, or through permissive regulation, where the applicable regulator
permits the regulated community to undertake hazardous activities in a way that is bespoke to their
specific hazards and circumstances. Many high-hazard CPS can operate across international borders
or cause a significant impact across multiple jurisdictions. Hence, they must comply with local
regulations in whichever jurisdiction they operate and concurrently adhere to international
conventions when operating in international areas, such as trains, commercial aircraft, and maritime
vessels.

As Mathews notes, it is generally accepted in regulatory literature that the type and extent of
direct government regulation should be commensurate with the complexity of the risk and the
magnitude of harm that could be caused by, or hazards associated with, the activity being regulated
[24]. The operation of CPS may be considered high-risk in certain circumstances, which may warrant
the application of regulation to the CPS and its operators. For example, the harm that could be caused
if the CPS ceases to operate such that its physical outputs are not available for use, and the loss of
these physical outputs creates a hazard. Accordingly, it is the operators of higher-hazard CPSs that
need to demonstrate their cyberworthiness to a regulator, and this is likely best achieved through
externally applied principles-based regulation that focuses on self-governance [25] settings. Such
regulation ought to require regulated entities to demonstrate that these CPS are adequate for
addressing the magnitude of the hazards being managed by these entities. These regulatory
philosophies are considered in more detail through this Section.

3.2. Prescriptive Versus Principle-Based Regulation

The two fundamental ways in which regulators can direct their regulated communities to assure
safety are via prescriptive regulations or through principles-based regulation [26]. Prescriptive
regulations detail the approved methods for achieving compliance, and these methods must be
followed precisely to achieve the desired safety outcome. Prescriptive regulations are typically most
appropriate for circumstances where the systems being regulated for safety are relatively mature and
have specific, limited ways in which safety is achieved. These methods for achieving safety are then
distilled into standards set by the industry and endorsed by regulatory authorities as authorized
methods for ensuring safety while undertaking hazardous activities. Operators and practitioners
then learn through training and experience to gain qualifications that the regulatory authorities
recognize as evidence that individual practitioners and operators can apply the standards or codes
competently in every relevant circumstance [27,28]. An example of prescriptive regulation is how
electricians in many jurisdictions are regulated with very prescriptive rules, based on industry-
developed standards or codes, e.g., Part 1 of the AS/NZS 3000 - Wiring Rules for Australian and New
Zealand electrical installations [135]. Typically, local and state authorities require that licensed
electricians follow standardized industry-set standards or codes when working on residential or
commercial electrical installations [29,135] , which are comprehensively covered by the rules-based
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standard or code [30]. Once an installation is complete, the electrician will test the installation in a
prescribed manner and then self-certify that the installation was completed via the methods specified
in the Wiring Rules. The electrical installation may then be subject to inspection by the local electrical
regulator. As the Wiring Rules do not prescribe cybersecurity requirements, there is no regulation of
the electrician’s cybersecurity practices. These agreed industry standards are also key to ensuring
compatibility of systems and components across broad geographical areas, reducing the risk of
unexpected emergent hazards as interconnected systems (such as the electricity grid) grow larger,
more diverse, and complex.

In contrast, Part 2 of the wiring rules [135] provides regulation through the application of first
principles by an appropriately qualified Electrical Engineer to address electrical installations not
covered by Part 1 of the Wiring rules. An electrician would then use the bespoke design from the
Electrical Engineer to carry out the installation, and the Electrical Engineer would verify compliance
against their design. If the Electrical Engineer considers the need to include cybersecurity
requirements within the design, they may do so. Regulating safety via principles requires the
regulator to articulate high-level principles critical to the safety of the systems of interest [27,28].
Regulating via principles allows the operators of the systems of interest to demonstrate to the external
regulator that their organizational systems, processes, governance, and internal regulation are
adequate to address all associated hazards and manage their systems’ safety appropriately [31].
Principles-based regulations can be helpful when regulating an industry or sector that regularly
experiences change in the technology that underpins safety, where the sector is diverse and it would
be hard to make a ‘one size fits all’ prescriptive requirement, or where the regulated community’s
approach to undertaking hazardous activities is in flux [31]. An example of principles-based
regulation is Australia’s National Offshore Petroleum Safety and Environmental Management
Authority’s safety case regulatory approach [32] to offshore petroleum activities through the Offshore
Petroleum and Greenhouse Gas Storage (Safety) Regulations 2009 [33]. These regulations allow the
regulated community to manage safety and environmental hazards using the risk-based ‘As Low As
Reasonably Practicable (ALARP) principle, providing flexibility in how hazards associated with
offshore drilling are managed and regulated.

Given the rapid pace with which the cyber domain is developing, including the emergence of
novel threats and the rapid rate with which cyber components are being incorporated into physical
systems to create CPS, it is challenging to apply prescriptive regulations to the development and
operation of CPS. To add to this, CPS are becoming increasingly reliant on their cyber components
for safe operation, and this adds significant complexity to the CPS, which again makes it challenging
to apply prescriptive regulations to them. Therefore, due to their rapidly evolving nature, the most
appropriate way to regulate the cyberworthiness of CPS would be by applying principles-based
regulations. Regulators must, however, acknowledge that the more principles-based their regulations
are, the more “in-house expertise’ they need to understand the methodologies that the practitioners
they regulate may utilize. Unfortunately, though, there is a significant workforce shortage to
overcome to achieve appropriate regulation of high-hazard CPS through prescriptive regulation
because skilled workers who are proficient in both cybersecurity and the (physical) technical aspects
of CPS are generally in short supply, and there is a requirement for the regulatory workforce to be at
least as equally skilled.

3.3. The Impact of Changing Technology and Disruptors on the Effectiveness of Regulation

All industries that utilize CPS are susceptible to the emergence of disruptors who, often through
the application of advances in technology unproven for that industry, aim to reduce the cost and
overhead of providing the same physical outputs that incumbent industry participants offer. These
disruptors can destabilize industry safety conventions and norms by introducing new technology,
and as new industry participants, they are less likely to understand the safety risk profile that the
incumbent participants have developed over decades or more.
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Regulatory conventions and norms may have been established over decades or more, and due
to the mature safety focus of the incumbent industry players, much of this conservatism may not
have been codified in industry standards and regulations. This situation means that not only do the
new players present a higher risk to the safety of the physical outputs of the industry they are
entering, but if they demonstrate initial early success, then incumbent participants may opt to ignore
their traditional conservative approach to safety. Thus, incumbents adjust to survive in the industry
because of the impact of the disruptor.

The introduction of Artificial Intelligence (AI) and quantum computing into broad networks of
connected systems is poised to drastically change the cyberspace environment of CPS and CSoCPS.
While these Al and quantum computing technologies have great potential to improve the operation,
efficiency, and safety of CPS and CSoCPS, there is a commensurate risk of embedding significant
novel hazards into CPS. Methods to assure Al-enabled systems in safety-critical circumstances
beyond simple transparency and documentation include explainable Al [137], uncertainty analysis
[138], and alternative AI monitoring of critical AI [139,140]; however, these are at best nascent.
Moreover, in the current decentralized commercial environments for society’s critical infrastructure
and IoT, rapid commercial development of Al-enabled systems outpaces and dwarfs the
development of such assurance techniques. One promising possibility for improving safety of CPS
and CSoCPS is through advanced Al-monitoring through intrusion detection systems, such as those
developed for common use communication devices [141], although these intrusion detection systems
do not easily extend to the physical safety and the uniqueness of CSoCPS.

Even in industries utilizing high-hazard CPS that an external regulator already regulates due to
their safety impacts, there may be industry incumbents with a long track record (brand) associated
with quality and safety that undergo an internal upheaval that negatively impacts their long-standing
systems and processes of quality and safety assurance. One notable recent high-profile failure in the
regulation of CPS is the Boeing 737 Max aircraft Maneuvering Characteristics Augmentation System
(MCAS) system, which included the development of a cyber-physical system. The subject CPS
suffered a sensing and subsequent (cyber)automation failure of a physical system that was in no way
related to a cybersecurity or cyber-maturity issue [34]. According to [142], ‘“The House Committee’s
report revealed that there were several factors such as information concealment, lack of attention to issues raised
by lower-ranked employees, communicated production pressure, ineffective ARs [Authorized
Representatives], and relaxed safety standards behaviour taking place in a linear and tightly connected
system.” This example illustrates the failure of internal and external regulation that significantly
impacted the airworthiness of an aircraft type upgrade.

If regulations are not in place within high-hazard industry sectors to effectively counter these
adverse effects of disruptors and internal upheaval as technology advances rapidly, then this may
lead to an unconscious race to diminishing safety with potential tragedy in the short-term pursuit of
profit and market dominance. To assure that operators of high-hazard CPS operate their CPS in a
manner that supports the safety of the operator and members of the public, it may be necessary for
CPS operators to be explicitly regulated for cyberworthiness by an external regulator.

3.4. Internal Self-Regulation Vs External Regulation

There are two ways to regulate the safety of CPS. That is, the responsible entity introduces self-
regulation and external regulation imposed on the responsible entity. Often, components of both self-
regulation and external regulation are applied in unison. For example, where an external regulator
primarily relies on the ability of a regulated entity to self-regulate particular hazardous activities, but
they issue a certification or licence to the entity or its personnel before the entity conducts those
activities. An external regulator may have legislative powers provided to it by a government [21], or
they may have the consensus of the broader industry participants that operate similar CPS that deal
with similar hazards [27]. In the latter case, there may be a driving incentive to ensure strong internal
regulation at the industry level to safeguard against more stringent and potentially prohibitive
legislative regulations being imposed [23,35].
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Externally imposed regulation may occur due to community pressure following a significant
incident, or a string of incidents, involving a particular type of hazardous activity, which may include
CPS. An example of forced change from internal self-regulation to external authorizing regulation
occurred in the UK medical profession following a series of scandals in the 1990s [23]. A second
example is the development of boiler codes in the US in the early 1900s, following high annual death
and injury rates due to boiler explosions, later adopted as mandatory prescriptive rules and standards
by the government.

One of the driving factors that may determine the application of internally applied self-
regulation rather than externally imposed authorizing regulation is whether an external authorizing
regulator possesses knowledge about the hazardous activity that is the same or better than that of the
regulated entity or community [36]. As Shavell (1983) postulates, “If the private parties possess
information about these elements that is superior to the requlatory authority’s, then, other things equal, it would
be desirable for it to be the parties who perform the calculations to decide how to control risks.”. Should an
external regulator impose strict regulations under these conditions, it can readily lead to under-
regulation or over-regulation due to the regulatory authority not understanding the risks and
hazards involved in the activity. It is noted here that a lack of expertise within a regulator alone would
not justify exclusive self-regulation of private entities, particularly when dealing with high-hazard
activities, as this is very unlikely to meet community expectations of their elected representatives.
Shavell does, however, highlight the importance of ensuring that regulators possess the appropriate
expertise so that, at a minimum, they can effectively verify calculations and risk control measures
even if there is considerable confidence in the ability of private entities to self-regulate hazardous
activities. Moreover, there will always be a spectrum of abilities in private entities and the regulation
must cater for the lower end of the spectrum.

3.5. The Relevance of Cyberworthiness to CPS and CSoCPS

For high-hazard and high-reliability CPS, there is a need to consider its cyberworthiness. When
considering networked or integrated complex systems of CPS, the overall cyberworthiness of the
CSoCPS as a complete operating entity must be considered. How they interact with their cyber and
physical environments must be fully understood, and any associated hazards must be accounted for
and mitigated. The claimed cyberworthiness of a CPS or CSoCPS must be measurable against defined
cyber threats and physical hazards to assure the desired operation of the CPS and ensure safe and
hazard-free physical outputs of the CPS. The many pathways through the cyber and physical
domains, often back and forth, have to be mapped and regularly revisit for current malicious threats
[10,136].Ways to assess and address cyberworthiness must be determined so that the cyberworthiness
of CPS can be appropriately factored into existing regulatory frameworks. For those responsible for
the safety of a CPS and for the regulators that regulate those responsible, there is a need to efficiently
and effectively measure the cyberworthiness of a given CPS or a complex system of CPS.

Traditionally, cyber system owners and operators have focused on the cybersecurity
(confidentiality, integrity, and availability) of the data associated with their systems [2] to ensure that
the system is performing its objectives properly. When integrating cyber and physical systems with
potentially hazardous physical outputs, the application of cybersecurity alone does not adequately
account for the magnitude and type of physical dangers that the resultant CPS may impose on people
and the environment [10,136]. Figure 3 below provides a valuable depiction of the difference between
cyberworthiness, cybersecurity, and system safety for a given CPS. Section 5 outlines potential
principles-based cyberworthiness regulations that regulators of high-hazard CPS may utilize to
assure that the physical harms associated with CPS are being adequately considered by the
communities they regulate.
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Figure 3. Venn Diagram of Regulatory Interest of Cyber-Physical Systems. (Adapted from Aerospace Industries
Association’s view of the role of Aviation Regulators in the regulation of Cyber-physical safety in the aviation
industry, Feb 2020).

3.6. Illustrative Case Studies of Cyberworthiness Issues of Cyber-Physical Systems

The oft-cited Stuxnet incident of 2010, involving a highly complex and coordinated cyber-attack
on nuclear enrichment facilities, was a watershed international event concerning the security
vulnerabilities inherent to ICS. This cyber-attack highlights the significance of the impact that the
cyber aspects of CPS can have on their physical outputs, and how vulnerable the physical outputs of
a CPS are to a cyber-attack [37]. The more recent 2024 CrowdStrike cybersecurity software update
failure that disrupted a broad range of transport and infrastructure systems, including public safety
systems, highlighted that vulnerabilities with the cyber components of the CPS do not need to be
related to security or malicious intent. Often categorized as supply chain issues, these non-security-
related and non-malicious issues can manifest in major disruptions to transportation worldwide due
to a failed software update of cybersecurity software utilized globally. Hence, the more recent focus
on the broader cyber-resilience rather than just cybersecurity, noting that cyberworthiness is a subset
of cyber-resilience focused on safety. Although this second incident did not directly involve CPS, it
more broadly captured CSoCPS as the impacted computer systems were a point of failure in the
interface between the travelling public and the transport CPS, which they could no longer access due
to the incident [38].

Complex system of CPS behavior was also witnessed in the 2023 outage of the Optus
telecommunications network in Australia due to scheduled patch updates of their parent company,
Singtel, that carried through to Optus’ local information handling exchanges, causing them to fail
nationwide [39]. This incident led to customers’ inability to utilize their telecommunications network
for some time, subsequently denying some customers the ability to access potentially lifesaving
emergency services. While this casts a wide net over the concept of CSoCPS, it highlights the harmful
consequences of losing physical outputs (emergency services) due to an upstream IT failure initiated
by routine and reasonable remote actions on IT equipment. While traditional cybersecurity
practitioners may be inclined to categorize issues like CrowdStrike and the Optus outage as supply
chain issues, it is not adequate to group other non-security-related cyber-issues into this limited
cybersecurity category.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202508.0294.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 August 2025 d0i:10.20944/preprints202508.0294.v1

14 of 35

3.7. International Cooperation on External Regulations for the Safety of CPS

Many high-hazard CPS can operate across international borders or cause a significant impact
across multiple jurisdictions. Hence, they must comply with local regulations in whichever
jurisdiction they may be operating and adhere to international conventions when operating in
international areas to satisfy the requirements of their ‘home’ regulator with which they are
registered or affiliated. Examples of CPS crossing jurisdictions are trains, commercial aircraft, and
maritime vessels, while examples of high-hazard CPS that are immobile but can have a significant
impact across international borders include nuclear power plants and critical energy distribution
infrastructure. A high degree of international cooperation and coordination is required to ensure
consistent regulations applicable to any mobile high-hazard CPS across jurisdictions. To support this
international cooperation and coordination, many international agencies have been established to,
among other functions and responsibilities, promote the safety of high-hazard CPS through treaties
and conventions that require member states to enact domestic regulations; for instance:

IAEA - International Atomic Energy Agency

OECD - Organisation for Economic Co-operation and Development

ICAO - International Civil Aviation Organization

UNOSA - United Nations Office for Outer Space Affairs

Additional internationally recognized cyber standard-setting organizations that these
international agencies rely on to ensure international consistency and interoperability include:

ENISA - European Union Agency for Cybersecurity

IEC — International Electrotechnical Commission

IEEE - Institute of Electrical and Electronics Engineers

ISO - International Standards Organization

NIST — National Institute of Standards and Technology (noting that NIST is a US organization
that publishes inter alia cybersecurity standards, guidance, and frameworks that are key references
worldwide.)

There is a considerable degree of cooperation and coordination between domestic regulators of
high-hazard CPS, their domestic cybersecurity lead agency, and international organizations that
coordinate international consistency of CPS that impose hazards across international borders. As an
example, the United States (US) has a domestic aviation regulator, the Federal Aviation Authority
(FAA), that regulates civil aviation in the US in cooperation with ICAO. The US also has the domestic
Nuclear Regulatory Commission (NRC) that cooperates with the IAEA. From a cybersecurity
perspective, federal US government organizations are required to adhere to NIST standards and
guidance. Similarly, the European Union requires member states to utilize ENISA-driven regulations
for cybersecurity. Australia’s approach to regulating critical infrastructure requires applying the
Security of Critical Infrastructure Act 2024 (SOCI)[40] which industry advisors note still has
significant deficiencies in its legislative coverage, such as water, sewerage, Defence Industry, and
ports not being required to register, and banking and ports not requiring risk management programs
[143]. Australian Commonwealth departments and agencies must implement the Protective Security
Principles Framework (PSPF)[41] to ensure the cybersecurity of government assets and information.

3.8. Regulatory Gaps in Regulating the Cyberworthiness of High-Hazard Cyber-Physical Systems

There are no specific high-hazard CPS regulations that comprehensively cover the intersection
of cybersecurity and physical safety to fully account for the cyberworthiness of a high-hazard CPS.
The initial and continuing airworthiness [42,43] requirements of various domestic civil aviation
regulators (e.g.,, FAA and EASA) concerned with the application of modern avionics to modern
aircraft are arguably the closest to covering this intersection from an individual aircraft’s perspective
[44,140,142]. Avionics are a specialized subset of industrial control systems that control the aircraft
during aircraft operations and are a key component of aircraft CPS. However, there remain gaps in
airworthiness regulations when considering modern aircraft as an individual CPS within a CSoCPS.
Many regulatory frameworks consider only each instance of a CPS in isolation [42] and do not
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provide clear requirements or guidance on how to account for their interactions with a wide range of
other CPS during their operation, thereby creating a CSoCPS. No united and consistent guidance
exists on how to regulate or manage a broader grouping of CPS that form CSoCPS. Table 1 provided
a useful summary of the key regulatory gaps identified through the case studies considered in Section

3.
Table 1. Summary of the Regulatory/Governance Gaps identified in Section 3.
. Cyber-Physical

Incident Failure Regulatory/Governance Gap
Lack of regulatory rigour in establishing the existence of mission creep in a
new automated system, leading to it becoming an unnoticed critical safety
operational technology subsystem of a CSoCPS.

Boeing 737 Lack of regulatory rigour in scanning environmental drivers in the civil
ng MCAS aviation industry, prioritizing minimal pilot re-training on re-engineered
a

aircraft.
Failure of the regulator to identify a systematic breakdown of internal
safety governance within a major regulated industry participant.
Lack of regulatory rigour in strategic monitoring of the potential for

Optus / Forced Patch tel?co.mrnunications providers to cause a failure of broade.r sy.stems

Sinotel Error (within the CSoCPS construct), reliant on the telecommunications system,

8 to supply critical physical outputs (e.g., emergency services).
Operational A lack of application of basic cybersecurity to operational tthnology

systems. A lack of operator governance on the use of operational

Stuxnet Technology Cyber- . .

attack technology to perform operations and report back on them without the use

of alternative means of verification.

Cybersecurity-focused organizations such as NIST and ENISA provide frameworks that provide
some depth into the cybersecurity of operational technology. Still, the focus remains on cybersecurity
as the foundation for safety, rather than the overall and ongoing performance of the CPS in ensuring
safety through all modes of operation across CSoCPS.

The regulated CPS community entities must be responsible for the CPS they control and operate,
including all interactions with external cyber systems and CPS external to their CPS. To do this
effectively, they, too, require the ability to properly internally regulate the safety of their CPS. To
enable effective external regulation, regulators must acknowledge that the more principles-based
their regulations, the more in-house expertise they need to understand the methodologies that the
practitioners they regulate use.

The rapid pace of development of CPS requires principles-based regulation; however, there
remains a need for practitioners and regulators to be able to measure the cyberworthiness of CPS and
its complex systems to allow for effective internal and external regulation. To this end, the application
of theories and practices in the governance of complex systems is critical.

4. Analysis of International Cybersecurity Regulation of High-Hazard CPS

As previously discussed in this paper, numerous types of high-hazard CPS exist that, if not
properly managed, can harm people and the environment, spanning international borders and vast
geographical distances. Accordingly, it is appropriate to consider how a representative subset of
domestic regulators addresses the safety of high-hazard CPS within their jurisdiction, and how they
collaborate through international organisations to coordinate and standardise regulatory oversight
of these high-hazard CPS.
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4.1. Regulatory Analysis of International Organisations and Domestic Regulators of Their Member States

Historically, the existence of high-hazard (physical) systems that have impacts across
international borders has resulted in the creation of international conventions and treaties for
consistent regulation of the operation of these systems; this study includes the following international
organizations and representative state members:

e International Maritime Organization (IMO) for civilian maritime vessels and port facilities
o  USA - United States Coast Guard (USCG)
o  EU - European Maritime Safety Agency (EMSA)
o Australia — Australian Maritime Safety Authority (AMSA)
e International Civil Aviation Organization (ICAO) for civilian aircraft and aerodromes
o  US-Federal Aviation Authority (FAA)
o  EU - European Aviation Safety Agency (EASA)
o  Australia —Civil Aviation Safety Authority (CASA)
¢ International Atomic Energy Agency (IAEA) for the civilian use of nuclear material
o US - Nuclear Regulatory Commission (NRC)
o  EU - European Nuclear Safety Regulators Group (ENSREG)
o Australia — Australian Radiation Protection and Nuclear Safety Agency (ARPANSA)

Using publicly available documents on websites associated with the international organizations
and domestic regulators, first, the study assessed the Operational Technology Cybersecurity
Maturity requirements within each of the international organizations’ guidance material and the
regulations and guidance materials of the counterpart domestic regulators of a representative group
of member states identified in the list above. The study then considered the conformance of the
regulations and guidance material to the contemporary Complex Systems Governance attributes of
strategic monitoring, environmental monitoring, and operational performance, as outlined by
Keating and Katina [45].

4.2. Purpose of Analysis

The hazards to the safety of life and ongoing operation of CPS arising from the powerful natural
forces of the marine and aviation environments, as well as the unrelenting nature of the radiation
hazard associated with human nuclear endeavors, readily cross international borders. As such, it is
in the interest of all member states of the respective international safety organizations to ensure that
all other member states apply appropriate regulatory controls to these systems, ensuring their safe
operation regardless of their physical location. To support less advanced member nations, the more
advanced member nations lead the development of codes and standards that can be incorporated
into the domestic legislation of all member states, as depicted in Figure 4.

The more recent development of the cyber domain and its integration into high-hazard physical
systems has ushered in the era of high-hazard CPS. As the cyber domain continues to develop and
advance rapidly, there is a corresponding need for robust and practical guidance on regulating high-
hazard cyber-physical systems.

This analysis examines indicative regulations, codes, and standards developed by advanced
member states in the international bodies listed above, as well as cybersecurity-themed guidance for
CPS provided by these international bodies, to determine whether the international guidance and
corresponding domestic regulations are adequate for effectively regulating high-hazard CPS that are
developing at an increasingly rapid pace.

The United States of America is a member state of the IMO, ICAO, and the IAEA. The US has
established its respective domestic agencies, including the USCG, FAA, and the NRC, to assure the
appropriate conduct of regulated domestic entities in these critical hazardous endeavors and to fulfill
its international obligations as a member state. When considering the cybersecurity posture of these
US agencies, it is essential to include the aforementioned National Institute of Standards and
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Technology (NIST), as the premier agency for setting cybersecurity standards and guidance in the
us.

The European Union is a conglomerate of 27 European countries, many of which are also
members of the IMO, ICAQ, and the IAEA. The EU has a common parliament and Commission [47]
that produce regulations, regulatory guidance, and standards for member states. The EU has been
included in this analysis for simplicity, rather than assessing individual European member states,
many of which do not use English as their primary written language. The EU, as a collective, has
corresponding agencies, including the European Maritime Safety Agency (EMSA), the European
Aviation Safety Agency (EASA), and the European Network and Information Security Agency
(ENISA), which have standard regulations and guidance written in English, among other European
languages. Similar to the NIST for the US, the EU is supported by the European Union Agency for
Cybersecurity (ENISA), which provides cybersecurity standards and guidance to EU member states
and is empowered by the EU Cybersecurity Act 2019 [47]. While each EU member state maintains its
regulators and regulations, the EU groupings provide for a collective and standard view.

Australia is a member state of the IMO, ICAO, and the TAEA. Australia has established its
respective domestic agencies, including AMSA, CASA, and ARPANSA, to ensure the operation of
high-hazard CPSs that they regulate. However, it is noted that Australia has far smaller industries in
all three sectors, and it does not produce large numbers of ships, aircraft, or nuclear-enriched
material. While Australia does not have an equivalent of NIST or ENISA, combining the Australian
Cyber Security Centre (ACSC) and the Department of Home Affairs’ (HA) SOCI Act provides partial

equivalence.
Collective of Member Statesand Broader
International Community
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Guidance and Convention / Treaty
Obligations
International Maritime International Civil International Atomic
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Figure 4. Select Domestic Regulator Member Contributions to Respective International Entities.

4.3. Method of Analysis

Through this analysis, the regulations of several international regulators of high-hazard cyber-
physical systems were assessed for their level of cybersecurity maturity, specifically concerning
Operational Technology, and for their degree of conformance to contemporary Complex Systems
Governance theory and practices. Through this analysis, these regulations and guides are
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qualitatively assessed to develop an understanding of potential gaps in the overall regulation of high-
hazard CPS, which could lead to adverse safety outcomes or a loss of critical physical outputs of CPS
essential to the operation of modern society. High-profile contemporary case studies are also
incorporated later in the paper to highlight how these gaps may manifest as harmful incidents
initiated through the cyber-domain portion of high-hazard CPS.

This analysis began with the examination of the public websites of each international
organization and national regulator for the documentation reviewed during the study. Relevant
safety and security/cybersecurity guidance documentation from each of the international
organizations related to the specific CPS they are concerned with (e.g., marine vessels and ports for
the IMO, aircraft and aerodromes for the ICAO, and nuclear reactors and supporting infrastructure
for the IAEA) was downloaded and compiled for further analysis. Likewise, the regulations and
associated guides from a select group of advanced member states were downloaded from their public
websites and compiled for further analysis. On rare occasions, when a few relevant documents were
unavailable due to restrictions placed on them, these documents were not directly included in the
analysis.

A qualitative assessment of two criteria was conducted to evaluate the relevant international
organizations’ and national regulators’ regulations and guidance materials. A short description of
how the qualitative evaluation was applied to the regulations and guidance material is as follows:

Operational Technology Cybersecurity Maturity — The regulations and guidance materials of
each international organization and domestic regulator were qualitatively assessed by searching for
the term ‘cyber’” or ‘computer’ within each safety-related regulation or guide. The passages of text
that included the terms ‘cyber’, ‘computer’, ‘Operational Technology’, or ‘OT" were then read.
Consideration was given to the degree to which the information provided regulation or guidance
specific to the safety impacts of operational technology associated with the types of CPS that are the
subject of regulation. This technique was used to determine the extent to which each entity prioritized
the importance of cybersecurity for operational technology in maintaining the safety outcomes of
high-hazard CPS. The rating categories are as follows, noting that lower-level guidance materials
could still be used to bridge information gaps:

e No Importance — Where the words ‘cyber’ or ‘computer” were not included in a document
(reiterating, lower-level guidance materials could still be used to bridge information gaps)

e Low Importance - Only mentions the term ‘cybersecurity’ or ‘computer security” as areas to be
considered.

e  Moderate Importance - Identifies a requirement to conduct cybersecurity risk assessments,
report cyber incidents, and apply fundamental cybersecurity to the CPS.

¢  High Importance - Identifies a requirement to conduct cybersecurity risk assessments, report
cyber incidents, and apply advanced cybersecurity to the CPS, with consideration for
operational technology and specialist associated technical practitioners.

The aggregate of regulatory and guidance material was then considered for each international
organization or domestic regulator, including instances where supporting cyber-fused national
bodies were referenced in the documents (e.g., NIST), and an overall descriptive qualitative result
was assigned. These qualitative descriptions are provided in the Analysis — Findings section.

Conformance to contemporary Complex Systems Governance theory and practices — Key
Complex System Governance metasystem function attributes, as outlined by Keating and Katina [45],
were also considered as part of the assessment. The key Complex Systems Governance metasystem
attributes considered in the analysis included:

e  Strategic monitoring of the cybersecurity of the operational technology components of the
regulated CPS,

e Environmental scanning of the cybersecurity of the operational technology components of the
regulated CPS, and
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e Operational performance of the CPS relating to maintaining system safety while assuring the
ongoing delivery of the physical outputs of the regulated CPS.

During the qualitative assessment of document conformance to Complex Systems Governance
practices, consideration was given to whether there was evidence that the Complex Systems
Governance metasystem attributes were being considered, regardless of any specific intent by
international organizations or domestic regulators to apply contemporary Complex Systems
Governance practices explicitly to their guidance and regulation. The conformance ratings used to
assess the publicly available documents from each of the international organizations and regulators
are as follows:

¢ No conformance — no indication of the contemporary Complex Systems Governance theories
and practices listed above being incorporated in the aggregate documentation and established
practices of the organization under assessment.

e Low conformance — indications that one of the types of contemporary Complex Systems
Governance theories and practices listed above has been incorporated in the aggregate
documentation and established practices in a high-level, cursory way.

e Moderate conformance — indicates two of the types of contemporary Complex Systems
Governance theories and practices listed above have been incorporated in the aggregate
documentation and established practices with some guidance and structure.

e  High conformance — indicates that all three types of contemporary Complex Systems
Governance theories and practices listed above have been incorporated in the aggregate
documentation and established practices with strong guidance and structure.

The documents of each international organization and their domestic counterparts were
assessed for Complex Systems Governance conformance in parallel with the assessment of
operational technology cybersecurity maturity. Tables 2-5 provide a summary of the types of
organizations assessed as part of the analysis, as well as the number of documents assessed from
each. The Analysis- Findings section provides the aggregate descriptive qualitative position of each
international organization or domestic regulator.

Table 2. Number of relevant documents from the international organizations.

IMO ICAO TIAEA
ti d Treaty and
Agreement Convention based Convention base rea y an
Convention based
Members 176 193 180
Relevant Docs 9 37+ 27
+ A highly relevant but restricted document not available to the public was identified but not included in the
assessment.
Table 3. Number of relevant documents from select US domestic Regulators.
USCG FAA NRC
Authorized by Legislation Legislation Legislation
Relevant docs 16 18 84
Table 4. Numbers of relevant documents from select EU Regulators.
EMSA EASA ENSREG
Authorized by Legislation* Legislation* Agreement
Relevant docs 24 32 2

*English-language only; the EU provides a unique context of 27 mainly non-English-speaking countries, with

the collective EU Parliament and Commission providing regulations and guidance written in English.
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Table 5. Number of relevant documents from select Australian domestic Regulators.
AMSA CASA ARPANSA
Authorized by Legislation Legislation Legislation

Relevant docs 7 16 2

Note that the standards-setting organizations listed below are occasionally mentioned
throughout the documents produced by the agencies identified in Tables 2-5. However, their
documents were not included in the analysis, as they are not regulatory organizations, and the
regulatory bodies do not identify their documents for mandatory application under their regulations.

e International Electrotechnical Commission (IEC)

¢ International Standards Organization (ISO)

e Institute of Electrical and Electronics Engineers (IEEE)
e MITRE Corporation

4.4. Findings of Analysis

Tables 6-9 below summarizes the findings of the analysis performed on the three international
organizations and representative domestic regulators.

Table 6. Results from the Analysis of International Organizations.

. .. Operational Technology Complex Systems Governance
International Organization . .
Cybersecurity Maturity Conformance
IMO High Importance Moderate Conformance
ICAO Moderate to High Importance Low Conformance
IAEA Low to Moderate Importance Low Conformance

Table 7. Results from Analysis of US Regulators.

US Regulator Operational.Technolt?gy Complex Systems Governance
Cybersecurity Maturity Conformance
UsCG High Importance Moderate Conformance
FAA High Importance Low Conformance
NRC High Importance Moderate to High Conformance
Table 8. Results from the Analysis of EU Regulators.
EU Regulator Operational.Technol(?gy Complex Systems Governance
Cybersecurity Maturity Conformance
EMSA High Importance Low Conformance
EUASA High Importance Low Conformance
ENSREG No Importance No Conformance
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Table 9. Results from the Analysis of Australian Regulators.
Australian Regulator Operational'Technol(?gy Complex Systems Governance
Cybersecurity Maturity Conformance
AMSA High Importance Moderate Conformance
CASA Moderate to High Importance Low Conformance
ARPANSA Low to Moderate Importance Low Conformance

A more detailed account of the analysis for each entity is provided in the sections below.

4.4.1. Results of Analysis for International Organizations

International Maritime Organization — One of the primary regulatory documents from the IMO
is the International Convention for the Safety of Life at Sea (SOLAS) [48]. While this document makes
minor references to computer systems, including software responsible for controlling ship stability
and record-keeping systems, it does not contain any mention of cybersecurity requirements. In 2017,
the IMO passed Resolution MSC.428(98) [49], which requires approved Safety Management Systems
(SMSs) to consider conformance to the International Safety Management (ISM) Code, which identifies
cybersecurity considerations for managing cyber risks associated with safety systems. Additionally,
IMO links to The Guidelines on Cyber Security Onboard Ships [50]. This document identifies the
differences between IT and operational technology systems, highlighting the need for operational
technology specialists.

Using the qualitative criterion for the Analysis — Methodology, overall, the IMO is assessed as
assigning a High Importance to the application of cybersecurity to high-hazard maritime CPS.
Furthermore, the Guidelines on Cyber Security Onboard Ships guide contains guidance on the NIST
Cybersecurity Framework [51], which includes the Identify, Protect, Detect, Respond, and Recover
methodology, which has parallels to the key Complex Systems Governance metasystems identified
in the Analysis — Methodology. Accordingly, the IMO demonstrates Moderate conformance to
contemporary CGS theory and practice.

International Civil Aviation Organisation — Documents related to the initial and ongoing
airworthiness and certification of aircraft represent the primary regulatory guidance of ICAO.
Airworthiness is primarily concerned with ensuring the safe operation of aircraft [52,53]. Equally
critical to the safe operation of aircraft is the guidance material that ICAO produces on the initial and
ongoing certification of aerodromes [54].

In terms of the safe and ongoing operation of aircraft, the concept of avionics is tantamount to
the idea of operational technology in aircraft. In this regard, ICAO place high importance on the
critical role of aircraft avionics in achieving and maintaining airworthiness [52]. However, through
their regulatory guidance documents, ICAO does not explicitly provide a strong link between
cybersecurity and avionics. ICAO places high importance on the need to address emerging cyber
threats through its security regulatory guidance [55,56]. However, this guidance has a stronger focus
on information security and information associated with aerodromes, and the responsibility for
implementing it is passed to member states. It is noted that ICAO produces a restricted Aviation
Security Manual [57], which was not included in this analysis.

Considering the qualitative criterion from the Analysis — Methodology, with ICAO’s explicit
identification of hazards associated with cyber threats, but no significant emphasis on operational
technology for aerodromes, overall, ICAQO is assessed as assigning a Moderate to High importance
to the application of cybersecurity to high-hazard CPS. Through its regulatory guidance and
supporting documents, ICAO acknowledges that cyber threats are an emerging issue; however,
ICAO has minimal documentation and established practices, which demonstrate a Low
Conformance to contemporary CGS theory and practice.
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International Atomic Energy Agency — The IAEA provides guidance on regulatory design and
regulations for nuclear safety [58,59], which is of key consideration for this analysis. The IAEA also
provides similar guidance on nuclear security, safeguards, and non-proliferation, which are not the
primary focus of this analysis, as they are not strictly safety-focused [60]. However, when considering
cybersecurity in the context of nuclear safety, cybersecurity is often more accurately captured in the
security aspects of the guidance, and in this respect, there is a strong link between nuclear safety and
security [61,62].

While the IAEA has extensive documentation on nuclear safety, as well as equally extensive
documentation on nuclear security, it has limited guidance on applying cybersecurity to nuclear
safety. The IAEA’s nuclear safety documentation includes the need to develop justification for the
use of nuclear material in specific facilities and approved activities, with a requirement to categorize
systems that are important to safety appropriately. This generally includes any operational
technology components in CPS critical to safety. In these instances, the IAEA documents emphasize
the need to consider safety aspects related to the operation of computer systems [63-65]; however,
the documentation generally lacks emphasis on the importance of cybersecurity for operational
technology.

When considering the qualitative criterion from the Analysis — Methodology, with the IAEA
having no clear identification of nuclear safety hazards associated with cyber threats and no
significant emphasis on operational technology, the IAEA is overall assessed as assigning a Low to
Moderate importance to the application of cybersecurity to high-hazard CPS. Through an assessment
of its regulatory guidance and supporting documents, the JAEA was found to have minimal
documentation and established practices demonstrating Low conformance to contemporary CGS
theory and practice.

4.4.2. Results of Analysis for Regulators from the United States of America

United States Coast Guard (USCG) — The USCG has specific regulatory requirements for
individuals responsible for operational technology [66—70]. The USCG links to the IMO and generally
aligns with the regulations and guidance of the IMO [71,72]. As such, it is assessed that the USCG
assigns High Importance to cybersecurity for high-hazard CPS. Similarly, the USCG demonstrates
Moderate conformance to contemporary CGS theory and practice.

Federal Aviation Administration (FAA) — The FAA is closely aligned with ICAO regulations
regarding aircraft airworthiness [73] and the development, operation, and maintenance of
aerodromes [74]. As a US government body, the FAA adheres to NIST guidelines and is subject to
federal government directives and presidential orders on improving systems and infrastructure
against cyber threats, which includes cybersecurity for operational technology [75-78]. These
cybersecurity requirements are passed on to airport operators receiving federal infrastructure
funding [79]. The FAA was assessed as assigning High Importance to cybersecurity for aircraft and
aerodrome operational technology. The FAA also supports the ongoing operation of the Aerospace
Industries Association Cyber Safety Commercial Aviation Team, which has extensive links to
national and international aviation and other organizations that operate and regulate high-hazard
CPS [80]. It is assessed that the FAA demonstrates Low conformance to contemporary Complex
Systems Governance theory and practice in strategic monitoring and environmental scanning.

Nuclear Regulatory Commission (NRC) — The NRC regulations [81] and IAEA guidance are
very similar in content and scope, and the NRC provides regulatory guidance on complying with
cybersecurity requirements associated with national security regulations [82]. The NRC also offers
substantial guidance on introducing new technologies into nuclear reactor activities [83]. The NRC
provides specific training on the significance of digital systems and high-level guidance on how to
incorporate them into nuclear reactor settings. It is assessed that the NRC assigns High importance
to cybersecurity for high-hazard nuclear ICS/operational technology critical to safety.

The NRC provision of extensive guidance on applying new and emerging technologies to
nuclear reactors, as well as training and guidance on incorporating digital systems within a nuclear
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reactor, coupled with the inclusion of diversity and defense in depth strategies, which resemble
strategic monitoring and operational performance Complex Systems Governance metasystems
theory, the NRC was assessed as demonstrating a Moderate to High conformance to contemporary
Complex Systems Governance theory and practice.

National Institute of Standards and Technology (NIST) — While NIST is not a regulatory body
for cybersecurity, US government agencies must follow NIST guidance on cybersecurity, and NIST
is recognized globally as one of the leading cybersecurity standard-setting bodies [84]. NIST has
developed frameworks on cybersecurity [51] and provides advanced guidance on cybersecurity for
CPS/operational technology [85]. While NIST does not demonstrate any purposeful application of
Complex Systems Governance within its guidance documents, the NIST Cybersecurity Framework
[51] includes the Identify, Protect, Detect, Respond, and Recover methodology, which parallels the
key Complex Systems Governance metasystems identified in the Analysis — Methodology.
Accordingly, NIST demonstrates Moderate conformance to contemporary Complex Systems
Governance theory and practice.

4.4.3. Results of Analysis for Regulators from the European Union

European Maritime Safety Agency (EMSA) — The EMSA closely aligns with the IMO, providing
the EU legislation on maritime safety through the European Parliament [86], including guidance on
cybersecurity for operational technology related to safety [87,88]. Accordingly, EMSA is assessed as
assigning High Importance to the application of cybersecurity to high-hazard CPS. EMSA has
established a European Coast Guard Functions Forum Cybersecurity Working Group [89], which is
assessed as Low Conformance to Complex Systems Governance’s strategic monitoring and
environmental scanning.

European Union Aviation Safety Agency (EUASA) — The EUASA closely follows ICAO'’s
regulatory guidance, as established by the European Parliament, for EU member states [90-93]. This
linkage includes developing guidance on aviation cybersecurity and cyber-resilience that
incorporates information and guidance on aviation operational technology [43,94-96]. Accordingly,
EUASA is assessed as assigning High Importance to the application of cybersecurity to high-hazard
CPs.

EUASA established the European Centre for Cybersecurity in Aviation (ECCSA) [97], and the
European Strategic Coordination Platform (ESCP) for Cybersecurity in Aviation [98], which jointly
bring together European aviation community organizations to cooperate and better understand
emerging cybersecurity risks in aviation. This is assessed as Low Conformance to the strategic
monitoring and environmental scanning aspect of Complex Systems Governance.

European Nuclear Safety Regulators Group (ENSREG) — The authority of ENSREG is not
established through the European Parliament and European Commission in the same manner as
EMSA and EUASA, and its members participate optionally and cooperatively [99,100]. As ENSREG
is considered an independent and authoritative expert body, it advises the European Commission on
its rules related to nuclear safety. As ENSREG is not a regulatory body, there were no legislative
instruments or associated documentation to assess in the study. An assessment of the material
available on ENSREG’s website, conducted using the regular assessment methodology, indicated that
ENSREG attributes No importance to the application of cybersecurity to high-hazard CPS.
Furthermore, ENSRED documentation indicates No conformance to Complex Systems Governance
theory and practice.

ENISA — While ENISA is not a regulatory body for cybersecurity, it is recognised globally as one
of the leading cybersecurity standard-setting bodies, and it has powers established through the
European Parliament and European Commission via the EU Cybersecurity Act [101]. ENISA has
developed extensive documentation on cybersecurity for operational technology and CPS [102-109].
When considering this documentation through the lens of Complex Systems Governance, ENISA
does not demonstrate any specific application of Complex Systems Governance within its guidance
documents.
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4.4.4. Results of Analysis for Regulators from Australia

Australian Maritime Safety Authority (AMSA) — The Australian Maritime Safety Authority Act
1990 [110] establishes AMSA. AMSA’s marine orders 01 — 98 [111] apply international convention
requirements to vessels subject to the Navigation Act 2012. As they match the requirements and
guidance of the IMO, it is assessed that AMSA places High Importance on cybersecurity for high-
hazard maritime CPS. Similarly, AMSA is assessed as demonstrating Moderate Conformance to
contemporary Complex Systems Governance theory and practice.

Civil Aviation Safety Authority (CASA) — The Civil Aviation Act [112] establishes CASA. Along
with the various subordinate legislative instruments [113-120] and strategic documentation [121]
CASA documentation closely aligns with the regulatory guidance provided by ICAO. Similarly to
ICAO, CASA is assessed as assigning Moderate to High Importance to cybersecurity for high-hazard
CPS and Low Conformance to contemporary Complex Systems Governance theory and practice.

Australian Radiation Protection and Nuclear Safety Agency (ARPANSA) - Although the
Australian Radiation Protection and Nuclear Safety Act 1998 [122] and accompanying regulations
[123] are specific to the Australian nuclear landscape, ARPANSA regularly cites IAEA guidance on
nuclear safety as international best practice and closely aligns its regulations with the regulatory
guidance provided by the IAEA. This link to the IAEA flows through to ARPANSA’s application of
cybersecurity to operational technology and CPS. Accordingly, this analysis has identified that
ARPANSA assigns a Low to Moderate Importance to cybersecurity for high-hazard CPS. Similarly,
ARPANSA is assessed as demonstrating Low conformance to contemporary Complex Systems
Governance theory and practice.

Australian Security of Critical Infrastructure — The SOCI Act 2024 is designed to ensure that
infrastructure critical to the functioning of modern society is appropriately protected from external
threats [40]. As such, it requires the owners and operators of critical infrastructure to report cyber
incidents and breaches, undertake cybersecurity risk assessments on their critical infrastructure, and
adopt minimum cybersecurity techniques to protect their infrastructure. It is assessed that the SOCI
Act assigns a Medium to High Importance to cybersecurity for high-hazard CPS, but with minimal
reference in supporting documents to operational technology and no detail on establishing
cybersecurity frameworks, such as the Australian Government PSPF[41], the Cyber Security Act 2024
[124] and the associated Cyber Security Rules 2025 [125]. The SOCI Act is assessed as demonstrating
Low conformance to contemporary CGS theory and practice.

5. The Need for Cyberworthiness Governance and Regulation

Despite the incentives for operators of high-hazard CPS to apply stringent internal regulation of
cyberworthiness to ensure that their CPS remain safe and operational, this paper has identified that
this is not enough to ensure that operators continue to operate their high-hazard CPS safely. The
cyberworthiness of the CPS and CSoCPS must be considered to address these uncertainties.

As previously identified, achieving, determining, and maintaining the cyberworthiness of CPS
is a complex and multidisciplinary undertaking. Further, any regulation of the cyberworthiness of
CPS must begin within the governance and assurance functions of the organization operating the
CPS [45]. In addition to internal cybersecurity and physical system safety governance determined by
the operator of a high-hazard CPS, the state of cyberworthiness of the CPS or a CSoCPS also needs to
be regulated. As shown in this paper, there exist many ways to regulate physical systems to ensure
system safety. However, cyber-resilience and cyberworthiness are not a traditional part of CPS
regulation.

To support the introduction of regulations governing the cyberworthiness of CPS, operators of
CPS and their regulators alike would greatly benefit from the application of complex systems
governance. Complex Systems Governance could be applied to a CPS from the earliest manifestations
of the concept of a CPS, to the latest stages of their operational life, and in some cases, could be applied
well into obsolescence and disposal. Additionally, aligning Complex Systems Governance to the
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verification, test, validation and evaluation activities of the development, operation, and disposal of
a CPS is an important consideration. In this way, the assurance activities of individual CPS can be
amalgamated and aligned across CSoCPS.

Regulations should specifically require the operators of high-hazard CPS to develop a
cyberworthiness system to ensure that the desired physical outputs of the CPS and SCoCPS are safe
and available [136]. When considering cyberworthiness as a component of existing safety regulation
regimes, some key components should be considered for inclusion, as shown in the list in Section 5
(Essential Elements of Cyberworthiness Regulations).

5.1. Potential Benefits of Regulating Cyberworthiness

As identified through the analysis in Section 4, a notable cyberworthiness capability gap
currently exists in the way in which organizations that operate high-hazard infrastructure-based CPS
are regulated, and this gap is likely more pronounced in organizations that operate complex systems
of CPS incorporating infrastructure CPS throughout the operational phase as part of a larger system
of CPS. While organizations that operate high-hazard CPS may be narrowing this gap with increased
rigour in establishing cybersecurity maturity within their organizations, few appear to be actively
focusing on the safety implications of a significant upward trend in incorporating operational
technology into their systems (aka, IoT). This suggests that the existing internal governance
mechanisms responsible for regulating their systems are not adequately equipped to handle this
rapidly changing environment.

Likewise, external regulators of high-hazard CPS do not yet appear to adequately recognize the
significance of the rapid adoption of operational technology in high-hazard CPS. Their overarching
regulatory frameworks and specific regulations, whether prescriptive or principles-based, do not yet
appropriately account for the complexities of high-hazard interdomain systems that increasingly rely
on the cyber domain to assure the outputs in the physical domain.

Given these significant deficits, the issues related to a lack of demonstrable cyberworthiness in
high-hazard CPS are going to take time to address. These issues involve considerable complexity,
require highly skilled personnel to work collaboratively across technical domains, are costly to
implement, and require significant effort to reach consensus and achieve international harmonization
across cooperative international jurisdictions. Nevertheless, the implementation of cyberworthiness
regulations, both internal and external, for the operators of high-hazard CPS will provide numerous
benefits, in addition to providing assurances of the safe operation of the CPS of interest. Additional
benefits include improved availability and uptime of the CPS, enhanced reliability of the CPS,
improved organizational resilience, a more positive organizational mindset towards the application
of new technologies in operations, and a safety-focused organizational culture.

5.2. Essential Elements of Cyberworthiness Governance

CPS operators need to demonstrate through their internal self-governance [24] that their CPS are
worthy of operating, with full consideration of the cyber aspects of their CPS, and any CSoCPS that
they interact with, or are a part of. Operators need to demonstrate that they have a credible process
for replacing obsolete cyber componentry and organizational practices that are no longer able to
credibly assure the safe physical outputs of their CPS, with a firm understanding of the potential
harms associated with their CPS providing no physical outputs.

Using the insights gained from the case studies detailed in Section 3 and the content analysis
detailed in Section 4, the research questions presented in Section 1 are primarily addressed by the
development of the following principles-based requirements. These requirements need to apply to
designers, operators, maintainers, and owners of all high-hazard CPS to demonstrate an appropriate
level of cyberworthiness, and they include the core metafunctions for enduring complex systems
governance of the cyberworthiness of CPS and CSoCPS:

e  Establish a Cyberworthiness governance regime for their high-hazard CPS.
o  Apply contemporary cybersecurity principles [51,104,126-129]:
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*  Apply relevant cybersecurity practices to the cyber-systems within CPS.

=  Ensure cybersecurity certification of cyber-systems within the CPS.

=  Ensure cybersecurity accreditation of practitioners working with the CPS.

=  Ensure appropriate patch management of cyber-systems within CPS.

=  Ensure that the obsolescence of cyber-systems is planned for and managed.

o  Design for the cyber-resilience of the physical system and physical outputs [130,131]:

*  Incorporate diversity of cyber-technology into the CPS.

*  Design into the CPS the upgradability of components.

* Provide diversity in the operation of critical functions of the CPS with gradual and
degraded modes of failure.

o  Foster a Skilled and Cooperative Workforce[11,12]:

*  Develop and maintain a workforce proficient in both the cyber and physical aspects of the
CPS and CSoCPS.

=  Provide for the organisation’s ICT and CPS engineering personnel to consult, cooperate,
and coordinate to ensure that they are collectively addressing the cyberworthiness of their
CPS and CSoCPS in a collaborative manner.

o  Ensure comprehensive through-life verification, test, validation and evaluation [132,133]:

=  Establish a through-life test and evaluation plan that includes testing of new systems with
legacy systems.

= Regularly test the effects of the interactions via the cyber-domain for new CPS and ICT
systems that have been determined to, will, or may interact with the cyber-domain.

o  Undertake regular environmental scanning [45] to:

=  Ensure all knowable cyber and physical hazards are known.

=  Ensure trends in cyber technology are understood.

* Identify changes in cybersecurity, cyber standards, cyber trends, and emerging cyber
hazards (not only cybersecurity threats) that have the potential to affect the safe and
ongoing operation of the CPS.

*  Rapidly assess changes and apply as contemporary, where appropriate.

= Identify new CPS and ICT systems that do, will, or may interact with the CPS via the
cyber-domain.

*  Maintain a thorough understanding of all cyber systems and CPS that their CPS connects
to or interfaces with.

o  Communicate risks and hazards associated with the CPS effectively [133,134]:

*  Develop and enforce a standard risk management framework.

=  Use contemporary risk management tools like model-based systems engineering to assess
risks rapidly and communicate risk effectively.

The above listing has deliberately been kept to an elegant existential set and so through such
parsimony may be considered incomplete.

Regulators of high-hazard CPS may include the above principles-based cyberworthiness
requirements as part of their regulations within their existing regulatory frameworks. In a
complementary way, the operators of high-hazard CPS may incorporate them into their internal
governance structures. Via collaboration across the regulated community, and with the support of
key regulators, these cyberworthiness governance requirements could be used as the basis for a
cyberworthiness certification system for safety-regulated high-hazard CPS. These principles-based
cyberworthiness requirements would also provide a basis for auditability to regulators and
traceability to relevant cybersecurity standards, changing technologies, and contemporary methods
for achieving compliance with dynamic standards.

The application of these principles-based cyberworthiness requirements would help to ensure
that practitioners have the competence and capacity to operate their CPS, including ensuring
continued cyberworthiness. Regulators and supporting agencies may also use them to maintain the
appropriate competencies to understand the cyberworthiness status of the CPS they regulate more
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fully. Coupled with analysis and digital twinning techniques like those at [136], all involved parties
should become proficient in cybernetics and the application of Complex Systems Governance to
enable effective through-life environmental scanning, which can detect changes in both the cyber and
physical domains.

High-hazard CPS and CSoCPS exhibit critical dependencies on cyber components for safety-
critical functions. As these systems grow in scale and complexity, ensuring cyberworthiness — the
demonstrable resilience of cyber-physical integrations against disruptions — becomes imperative for
preventing physical harm. This paper establishes three core contributions towards achieving this
highly desirable outcome:

1. Regulatory Gap Analysis. Current standards (e.g., NIST SP 800-82r3, IEC 62443) and agency
guidelines (FAA, IMO, NRC) prioritise cybersecurity but lack binding mechanisms to enforce
safety-security co-assurance. Our document analysis reveals <15% of regulatory texts address

cyber-physical interaction hazards (e.g., sensor spoofing causing control instability), leaving
systemic cyberworthiness unregulated.
2. Cyberworthiness as a Governance Mandate. Self-regulation based on fragmented cybersecurity

principles is insufficient. Cyberworthiness requires lifecycle validation of safety invariants
under cyber disruptions, emergent risk monitoring in CSoCPS and evidence-backed assurance
cases traceable to operators.

3. Principles-Based Cyberworthiness Requirements : Legislation cannot keep pace with
technological change. We propose adopting Complex Systems Governance principles to enable
adaptive compliance, environmental scanning, and metasystem tracking.

Drawing from the study’s findings, we propose several potential regulatory pathways for the
implementation of cyberworthiness governance requirements.

1. Short-term. Regulators should pilot cyberworthiness clauses referencing established cyber
standards for operational technology, such as NIST SP 800-82r3 ISO 21448 (SOTIF) for high-
hazard CPS.

2. Mid-term. Develop quantifiable cyberworthiness indices based on operational performance
parameters from Complex Systems Governance metasystem (e.g., mean-time-to-safe-recovery
under cyber-attack) for compliance monitoring and auditing.

3. Long-term. Establish international CSoCPS safety committees to harmonise governance of cross-
border CPS hazards.

6. Limitations and Future Research

The documents included in the analysis in Section 4 are limited to publicly accessible documents
from international organisations and national regulators. As indicated in Table 1, ICAO is one
example where the international body maintains a document that is highly likely relevant to the
analysis, but is restricted and not readily available to the public. Similarly, the study did not consider
any military documentation, and it is further noted that international bodies do not cater to military
applications of the CPS they relate to.

The analysis detailed in Section 4 also utilised very limited documentation from the owners and
operators of the Civil Maritime, Civil Aviation, and Civil Nuclear CPS and CSoCPS, who are subject
to safety regulations. While a minor amount of owner and operator documentation was incidentally
considered in the analysis, the potential significance of this limitation relates to regulators that
regulate through principle-based regulation. In these cases, members of the regulated community are
expected to develop prescriptive processes and procedures to ensure the safe operation of their CPS
and CSoCPS.

As noted in the analysis methodology in Section 4, the analysis was limited to assessing the
international organisation and corresponding regulator documents against three of the nine Complex
Systems Governance Metasystems. The three Complex Systems Governance metasystems chosen —
strategic monitoring, environmental scanning, and operational performance — were judged to be the
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most likely of the nine to be incorporated into regulatory requirements without an explicit intention
to do so. While assessing against the other six Complex Systems Governance metasystems has the
potential to provide additional insights, it is anticipated that without a specific and concerted effort
to regulate the owners and operators of CPS and CSoCPS, specifically to include the application of
Complex Systems Governance in their methodologies, it is unlikely that these metasystems will be
evident in the documentation.

Future research of this kind would benefit from liaising directly with the international
organisations and domestic regulators to request that they inform members of their regulated
community who they perceive as being advanced in the application of cybersecurity for the CPS and
CSoCPS about the opportunity to participate in the research. Additionally, more international
organisations and their domestic counterparts, as well as high-hazard CPS and CSoCPS (e.g., space,
train), and members of their regulated communities, could be brought into the research.

In addition to including documentation from more regulators of relevant regulated sectors and
members of all the respective regulated communities, future research would also benefit from the
inclusion of industry and sector standards, codes, and guidelines. This additional documentation
could be assessed using an enhanced grounded theory analysis, incorporating questionnaires with
appropriately experienced personnel from regulators and industry to determine their understanding
and practical application of cyberworthiness. The survey-based research would be further enhanced
by undertaking a more thorough frequency analysis of the survey data and additional documents
using advanced qualitative data analysis software, and by assessing the documents and survey data
for evidence of the application of elements of all nine Complex Systems Governance metasystems.
These research methodologies would then be complemented well by conducting additional case
studies looking at how CPS have operated successfully, or otherwise, in domestic and international
settings. These future case studies would benefit from a focus on investigating the regulatory
approaches used, what worked and what didn’t, and what can be learned from them and applied to
future regulatory development.

7. Conclusions

High-hazard CPS are becoming increasingly reliant on their cyber components for basic and
critical safety-related functions, growing in complexity, and combining with an ever-growing
number of other CPS to create complex systems of CPS. Given this increase in complexity and reliance
on cyber components, the cyberworthiness of high-hazard CPS and complex systems of CPS must be
appropriately considered to ensure that their physical output remains safe and available when
needed.

Several international standards and various guides and frameworks have been developed by
national governments for developers, operators, maintainers, owners, and regulators of high-hazard
CPS. These standards and frameworks enable self-regulation of activities that contribute to achieving
a rudimentary level of cyberworthiness in CPS, based on cybersecurity principles. As shown in this
article through the analysis of several international bodies concerned with the safety of different types
of high-hazard CPS and their respective domestic regulators, there are numerous ways in which CPS
can be regulated. Applying their guides, standards, and regulations alone does not yet achieve
cyberworthiness for high-hazard CPS, nor does it amount to systematic regulation of the safety of the
physical outputs of high-hazard CPS and CSoCPS.

Moreover, as CPS become more prevalent and are used to undertake more hazardous tasks, the
need to regulate them for safety becomes greater, and potential regulators are not currently fully
equipped to do so. Given the rapid pace of technological change, legislation and regulators
empowered by legislation have trouble keeping up. For existing regulators to effectively regulate the
cyberworthiness of CPS and ensure desired safety outcomes, applying contemporary complex
systems governance theory and techniques in a principles-based approach is advisable. Through a
principles-based approach to the regulation of cyberworthiness, and the application of the essential
elements of cyberworthiness regulation outlined in Section 5 of this paper, the entities responsible for
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the safe operation of high-hazard CPS and CSoCPS could apply their deep knowledge and
understanding of their CPS to better assure the safety and ongoing availability of the physical outputs
of their CPS.

This paper establishes three core contributions that will benefit regulators of high-hazard CPS
and the regulated communities alike, as follows: (1) the undertaking of a Regulatory Gap Analysis;
(2) establishing cyberworthiness as a governance mandate for CPS; and (3) development of a
principles-based complex systems governance framework for cyberworthiness. Drawing from the
study’s findings, we propose several potential short-term, mid-term, and long-term strategies that
can serve as regulatory pathways for implementing cyberworthiness governance requirements.

Without these steps, high-hazard CPS will remain vulnerable to asymmetric threats where
minor cyber faults or minor cybersecurity deficiencies may trigger physical catastrophes. Regulators
must transition from cybersecurity checklist approaches to CPS safety compliance to a physical
consequence-focused cyberworthiness governance model —a paradigm shift this paper seeks to
catalyze.
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Abbreviations

The following abbreviations are used in this manuscript:

CSG Complex Systems Governance

or Operational Technology

ICT Information and Communication Technology
SCADA Supervisory Control and Data Acquisition
PLC Programmable Logic Controller

ICS Industrial Control System

IoT Internet of Things

CPS Cyber-Physical System

CSoCPS Complex System of Cyber-Physical Systems
FAA Federal Aviation Authority

IAEA International Atomic Energy Agency

OECD Organisation for Economic Co-operation and Development
ICAO International Civil Aviation Organization

IEEE Institute of Electrical and Electronics Engineers
IEC International Electrotechnical Commission

ISO International Standards Organization

ENISA European Union Agency for Cybersecurity
NIST National Institute of Standards and Technology
USCG United States Coast Guard

EMSA European Maritime Safety Agency

AMSA Australian Maritime Safety Authority

EASA European Aviation Safety Agency
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CASA Australia —Civil Aviation Safety Authority

NRC Nuclear Regulatory Commission

ENSREG European Nuclear Safety Regulators Group

ARPANSA Australian Radiation Protection and Nuclear Safety Agency
IMO International Maritime Organization

ICAO International Civil Aviation Organization

HA (Australian Department of) Home Affairs

ACSC Australian Cyber Security Centre
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