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Abstract 

This study proposes a novel approach to input data configuration for fault diagnosis of three-phase 
induction motors. Conventional neural network (CNN)-based diagnostic methods often employ 
three-phase current signals and apply various image transformation techniques, such as RGB-
mapping, wavelet transforms, and short-time Fourier transform (STFT), to construct multi-channel 
input data. While such approaches are outperform 1D-CNNs or grayscale-based 2D-CNNs due to 
their rich informational content, they require multi-channel data and involve increased 
computational complexity. Accordingly, this study transforms the three-phase currents into the D-Q 
synchronous reference frame, and utilizes the D-axis current (Id) for image transformation. The Id is 
used to generate input data using the same image processing techniques, allowing for direct 
performance comparison under identical CNN architectures. Experiments were conducted under 
consistent conditions using both three-phase-based and Id-based methods, each applied to RGB-
mapping, DWT, and STFT. The classification accuracy was evaluated using a ResNet50-based CNN. 
Results showed that the Id-STFT achieved the highest performance, with a validation-accuracy of 
99.6% and a test-accuracy of 99.0%. While the RGB representation of three-phase signals has 
traditionally been favored for its information richness and diagnostic performance, this study 
demonstrates that high-performance CNN-based fault diagnosis is achievable even with grayscale 
representations of a single current. 

Keywords: three-phase induction motor; CNN; fault diagnosis; D-Q synchronous reference frame; 
input data configuration 
 

1. Introduction 

To enhance the reliability and maintenance efficiency of three-phase induction motors, which 
are widely used in modern industrial environments, various fault diagnosis techniques have been 
actively researched. These techniques can be broadly categorized into model-based approaches 
grounded in signal processing and data-driven approaches utilizing artificial intelligence (AI). 

In model-based methods, representative techniques include fast Fourier transform (FFT) for 
frequency domain analysis, D-Q transformation for converting time-series data into a fixed reference 
frame, and Park's vector analysis [1–3]. In particular, the D-Q transformation using Park’s vector 
allows three-phase current data to be represented on two axes (Id and Iq). Among these, the Id-axis 
current reflects the motor's magnetic flux component and offers advantages such as simplified 
analysis, elimination of phase imbalance, and reduced sensitivity to noise [2,3]. Consequently, many 
studies have suggested that using only the Id-axis signal obtained through D-Q transformation 
enables a simple yet reliable fault diagnosis, in contrast to directly analyzing the original three-phase 
signals. 
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Recently, data-driven fault diagnosis methods using convolutional neural networks (CNNs) 
have gained considerable attention. As CNNs demonstrate excellent performance when processing 
visually structured data, various studies have transformed three-phase current signals into image 
formats suitable for CNN input. Typical approaches involve direct RGB mapping of the three-phase 
currents or applying transformations such as the discrete wavelet transform (DWT) and short-time 
Fourier transform (STFT) to create RGB image representations, which are then used for fault 
classification via CNN models [4–6]. 

These RGB-based methods have been reported to provide significantly better diagnostic 
performance than grayscale or 1D time-series inputs [7,8]. However, most prior studies utilized all 
three-phase current signals, which inherently increases computational complexity due to inter-phase 
variations and noise. 

To address this limitation, the present study draws inspiration from the model-based diagnosis 
literature, which highlights the benefits of using the Id current component. The aim is to 
experimentally verify whether comparable diagnostic performance can be achieved in CNN-based 
fault detection using only the Id current instead of all three-phase signals. Specifically, the study 
substitutes the conventional CNN input image formats, such as three-phase RGB mapping, DWT, 
and STFT, with corresponding formats constructed solely from the Id current and performs a 
comparative evaluation. 

2. Related Works 

This section reviews the representative image encoding methods (RGB mapping, wavelet-based, 
and STFT-based approaches) and discusses the originality and validity of this study, which applies 
the same methodologies to an Id current-based configuration derived from the D-Q synchronous 
reference frame for comparative performance analysis. 

2.1. RGB Mapping-Based Approach 

Mapping three-phase current signals directly into the three channels of an RGB image is one of 
the most intuitive and straightforward methods for CNN input configuration. 

Xu et al. mapped three sensor signals to RGB channels to form RGB images, which were then 
fed into a CNN model for bearing fault diagnosis. They reported that the RGB-based approach 
significantly outperformed the grayscale-based method in terms of diagnostic performance [7]. 

Łuczak proposed three methods for classifying the operating conditions of rotating machinery 
using CNNs: Grayscale, RGB by Type, and RGB by Axis. These methods involved converting sensor 
time-series data into grayscale and RGB images. In particular, the RGB by Axis approach mapped X, 
Y, and Z sensor axis data to R, G, and B channels respectively, enabling the CNN to learn inter-axis 
interactions visually. This approach demonstrated superior performance [8]. 

Łuczak et al. further constructed 16×16×3 RGB images using three-phase current signals for 
CNN-based fault detection and localization. They emphasized the advantage of RGB representation 
in preserving phase and amplitude relationships [9]. 

Yu et al. proposed an image transformation technique based on a multidimensional distance 
matrix (MDM) to preserve the temporal correlation between multisensor signals, along with a multi-
scale adaptive feature fusion CNN (MAFFCNN) structure to effectively integrate features extracted 
from various CNN layers. They pointed out that traditional RGB image transformation and single-
input CNN structures may suffer from information loss and noise sensitivity, and validated their 
enhanced diagnostic framework’s performance and robustness through simultaneous consideration 
of time-series and positional features [10]. 

Ahmed and Nandi transformed 1D vibration signals into 2D grayscale images for bearing fault 
diagnosis. They then performed a connected component analysis based on regions of interest (ROI) 
to generate RGB vibration images (RGBVI) containing both texture and color information. These 
RGBVIs were input into a CNN in a two-stage structure to automatically learn features and classify 
fault states, achieving high accuracy and robustness under diverse operating conditions [11]. 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 8 July 2025 doi:10.20944/preprints202507.0653.v1

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202507.0653.v1
http://creativecommons.org/licenses/by/4.0/


 3 of 18 

 

Xing et al. (2025) visualized time-domain, frequency-domain, and time-frequency domain 
information into the R, G, and B channels, respectively, to create RGB images. These were then used 
as input for a transfer learning-based ConvNeXt model (TL-CoCNN) for rotating machinery fault 
diagnosis. This method amplified fault-related features through image-based visualization and 
achieved outstanding classification performance even on small datasets by leveraging pretrained 
large models. It also demonstrated improved diagnostic accuracy and generalizability while 
minimizing feature loss [12]. 

In summary, the RGB mapping approach offers relatively simple data processing and enables 
CNN models to intuitively learn image patterns. However, it also presents limitations such as 
sensitivity to signal noise and phase imbalance, and increased computational complexity. 

2.2. Wavelet Transform-Based Approaches 

Wavelet transform is a signal processing technique that enables simultaneous analysis in both 
time and frequency domains and has recently been widely adopted in CNN-based fault diagnosis. 

Piedad E. et al. applied various wavelet-based transforms (CWT, WSST, DWT, etc.) to three-
phase motor current signals to generate two-dimensional time-frequency images, which were then 
input into CNNs for fault diagnosis performance comparison. Their study highlighted that image 
conversion utilizing the resolution characteristics of each wavelet method is advantageous for 
integrating multi-resolution information and achieves superior diagnostic accuracy and robustness 
compared to time-domain approaches [13]. 

Le Van Dai et al. applied DWT to three-phase current and voltage signals to extract fault features 
at multiple resolutions. Based on 13 extracted energy coefficients, they generated RGB images 
(224×224×3), which were input into a GoogLeNet classifier for fault diagnosis [14]. 

Paraskevopoulos et al. proposed a hybrid diagnosis model combining DWT-based feature 
extraction with CNN to identify winding short-circuit faults in three-phase induction motors. 
Utilizing detailed coefficients at Level-5 of the Meyer wavelet-based DWT, they demonstrated stable 
fault classification even under noisy and varying load conditions. By compressing raw time-series 
data with DWT, this method significantly reduced the size of the training data and effectively 
shortened CNN training time, offering practical benefits [15]. 

Hsueh et al. proposed a diagnostic method that transforms current time-series data into 2D 
images using empirical wavelet transform (EWT) and classifies various types of induction motor 
faults via a CNN model [16]. 

Pietrzak and Wołkiewicz diagnosed early winding short-circuit faults in PMSMs by applying 
CWT to the negative-sequence component of a three-phase current, generating scalogram images as 
CNN input [17]. 

Fu et al. proposed a fault diagnosis model with a CNN-LSTM parallel structure, where vibration 
signals were converted into time-frequency images via continuous wavelet transform (CWT) and 
input in parallel with raw time-series signals. The model extracted spatial-frequency features from 
CWT images and temporal features from time-series data, combining them for classification. This 
approach outperformed the single-input methods [18]. 

However, the DWT-based approach’s performance may vary depending on the choice of base 
wavelet function and decomposition level, while CWT demands considerable computational 
resources to generate high-resolution scalograms and requires manual tuning of scale ranges. These 
factors necessitate additional experimentation to identify optimal conditions [19–21]. 

2.3. STFT-Based Approaches 

Short-time Fourier transform (STFT) analyzes the frequency characteristics of signals over time 
using a fixed-size time window and is currently one of the most actively researched methods in CNN-
based fault diagnosis. 
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Piedad et al. converted three-phase current time-series signals into STFT-based time-frequency 
images and input them into a CNN model to evaluate diagnostic performance. Their approach 
demonstrated superior accuracy compared to LightGBM models [22]. 

Song et al. applied STFT-based CNN methods to effectively detect faults in the multifunction 
vehicle bus (MVB) systems of railway vehicles [23]. 

Ali and Ramzan performed fault diagnosis for three-phase induction motors by combining 
STFT-based time-frequency images with a weighted probability ensemble deep learning (WPEDL) 
framework. By integrating predictions from different CNN architectures based on probability 
weighting, they achieved higher diagnostic accuracy and stability compared to individual models 
[24]. 

Mohammad-Alikhani et al. introduced Differential-STFT into the STFT-based diagnostic process 
to emphasize changes in time-frequency characteristics, thereby effectively extracting robust fault 
features in noisy environments [5]. 

STFT-based methods excel in capturing and visualizing variations in frequency characteristics 
over time. When combined with CNNs, they provide excellent diagnostic performance. However, 
due to the inherent trade-off between time and frequency resolution, the optimal selection of window 
size and step size is required [25]. 

RGB mapping, wavelet transform (DWT/CWT), and STFT-based image transformation 
techniques reviewed above are all representative approaches that construct CNN input data using 
three-phase signals for fault diagnosis. In this study, we experimentally apply these established 
image transformation methods not to the full set of three-phase current signals, but instead to the 
single current component (Id) obtained via the D-Q synchronous reference frame. Our goal is to 
verify whether CNN-based fault diagnosis can achieve sufficient performance and utility using only 
the Id component. Through a quantitative comparison of performance and practicality between 
conventional three-phase-based methods and the proposed Id-based approach, this study aims to 
offer a concrete guideline for constructing input data in CNN-based motor fault diagnosis systems. 

3. Experimental Setup 

3.1. Extraction of D-Axis Current Component 

Three-phase current can be represented in both the D-Q stationary reference frame (α, β) and 
the D-Q synchronous reference frame (d, q) via D-Q transformation. 

 

Figure 1. D-Q stationary and synchronous reference frames for three-phase current signals. 

These three components have a 120° phase difference and form a rotating current vector over 
time. By projecting this vector onto a two-dimensional stationary frame, the analysis can be 
simplified. This process is known as the Clarke transformation and is defined by Equation (1): 

൤i஑iஒ൨ = ଶଷ ቎1   − ଵଶ   ଵଶ0   √ଷଶ   − √ଷଶ ቏ ൥iୟiୠiୡ൩                      (1) 
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Here, iα represents the component in the fixed a-axis direction, and iβ is the orthogonal 
component in the b-axis direction. The output of the Clarke transformation is useful for visualizing 
the rotational trajectory of the current vector in a stationary 2D plane. In the event of an unbalanced 
condition or fault, characteristic asymmetries or distortions in this trajectory often appear. 

The (iα,iβ) components obtained through the Clarke transformation are still AC signals that 
rotate over time. By converting them into a synchronously rotating reference frame aligned with a 
reference angle θ, these components can be expressed as rectified DC signals under normal operating 
conditions. This process is called the Park transformation, and is defined by Equation (2): ൤iୢi୯൨ = ቂ cosθ   sinθ−sinθ   cosθቃ ൤i஑iஒ൨                      (2) 

Figure 2 visually illustrates the frequency domain characteristics of current components under 
D-Q transformation in a three-phase current source.  

Figure 2(a) shows the original three-phase current waveform during motor operation. Figure 
2(b) displays the current distribution in the stationary reference frame based on Equation (5). Figure 
2(c) presents the frequency characteristics of the current components in the D-Q synchronous 
reference frame, derived using Equation (6). Under ideal conditions, the Id component in the D-Q 
frame is expressed as a constant magnitude value without time-domain oscillation, since the 
frequency components of the three-phase current are rectified with respect to the rotating reference 
axis. 

However, in practical motors, various factors such as internal inductance, copper losses, and 
iron losses introduce ripple components into the Id signal. These fluctuations become more 
pronounced under abnormal conditions such as winding short circuits or asymmetric faults. 

 

(a) 

 

(b) 

 

(c) 

Figure 2. Frequency variation according to D-Q transformation: (a) Three-phase current source, (b) D-Q 
stationary frame, and (c) D-Q synchronous frame. 

The Id component derived through the D-Q transformation represents the projection of the 
three-phase current onto the rotor flux axis. It compresses and integrates physical characteristics such 
as current magnitude, phase, and spatial distribution into a single reference-axis-aligned signal. Thus, 
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Id serves as a representative component that preserves the overall vector behavior of the three-phase 
current in a rectified format, acting as a compact information index for the current distribution along 
a specific axis.  

In this study, we utilize the one-dimensional time-series data of Id obtained from the D-Q 
synchronous reference frame to evaluate its temporal variability and sensitivity to faults. This 
analysis aims to assess the suitability of the Id signal as an input feature for training CNN models. 

3.2. Data Measurement and Class Configuration 

This experiment was conducted to classify three conditions of a three-phase induction motor: 
normal, inter-turn short circuit (ITSC), and a 4-turn short condition in the stator winding. 

As shown in Figure 3, the experimental setup includes a 1 HP three-phase induction motor 
coupled with a dynamometer. The three-phase current measured from the inverter was acquired 
using Fluke i5s AC current clamps connected to each phase. For data acquisition, an NI USB 9215 
with BNC DAQ device was used. 

 

Figure 3. Data measurement setup. 

Measurements were taken across a range of speeds, starting from the rated load speed of 1690 
rpm up to a partial load speed of 1740 rpm, increasing in 10 rpm increments. At each speed, current 
data was collected for 30 seconds. 

The sampling frequency was set at 10 kHz, yielding 10,000 samples per second, and the sampling 
interval was 1 second, in accordance with the DAQ device capabilities. 

To simulate fault conditions, stator winding faults were intentionally created. As shown in 
Figure 4, the stator windings of the induction motor were configured to induce an ITSC with 4 turns 
shorted. Accordingly, the dataset was categorized into three classes: Normal, ITSC, and 4Turn short. 

 

Figure 4. Stator winding short-circuit configuration. 

3.3. Raw Data Segmentation 

The acquired three-phase current signals were converted into the D-axis component using 
Equations (1) and (2). From the 10,000 samples per second, the first 1,000 samples were discarded to 
account for signal loss due to motor startup and filtering. Therefore, 9,000 samples were used for the 
actual image conversion. 
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As shown in Figure 5, the 9,000 samples were segmented into chunks of 1,024 data points to 
generate 32×32 pixel images. Consequently, 8 image samples were obtained per second. 

 

Figure 5. Raw data segmentation. 

3.4. Data-to-Image Conversion 

This study aims to verify the feasibility of CNN-based fault diagnosis using a single-axis (Id-
axis) current by comparing the performance of CNN diagnosis based on three-phase current image 
conversion with that based on Id current. To this end, three widely used methods—three-phase RGB 
mapping, DWT, and STFT—were each applied using the single-phase (Id) current and compared 
through image conversion. 

3.4.1. Three-Phase RGB Image Construction 

To generate CNN input images for fault diagnosis in a three-phase induction motor, the current 
data from phases A, B, and C were mapped to the RGB channels to form two-dimensional images. 
This method involves converting the time-series current values into pixel intensities to create an 
image matrix. 

Each phase current signal was normalized to a range of [0, 255] using min-max normalization 
before being used as CNN input pixel values. 

As the normalized data were one-dimensional time-series signals, they were reshaped into a 2D 
square pixel array for image construction. Specifically, current sequences of length L = 1024 were 
sequentially reshaped into a 32×32 2D array based on √L = 32. Grayscale images were generated for 
each of the A, B, and C phases. 

These grayscale images were then assigned to the RGB channels—Red for phase A, Green for 
phase B, and Blue for phase C—to construct a single three-channel RGB image. 

3.4.2. Three-Phase DWT Image Construction 

To generate DWT-based input images, the three-phase current data were first converted from 
1D sequences into 2D arrays using sequential reshaping. Each phase signal was then decomposed 
using a Daubechies 4 (db4) wavelet up to Level 3. 
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Since the time-series data were aligned horizontally due to the reshape method, the horizontal 
detail coefficients (cH) were selected from the wavelet-decomposed components. As each cH 
component output was in grayscale, the grayscale images of phases A, B, and C were mapped to the 
R, G, and B channels, respectively, to form a three-channel DWT-based RGB image. 

3.4.3. Three-Phase STFT Image Construction 

STFT is a representative time-frequency analysis technique that divides the time-series signal 
into fixed-length windows and performs Fourier transforms on each segment, allowing both time 
and frequency information to be captured. 

STFT parameters were configured based on the properties of the raw data used in this study. 
With a sampling frequency of 10 kHz, the dataset included high-frequency characteristics from 
localized, rapid fault changes such as 2-turn and 4-turn short faults. Accordingly, a window length 
of 128 samples (approx. 12.8 ms) was selected, and a time step of 27 samples was used. The frequency 
resolution was set to 65 frequency bins, enabling analysis of the 0–5 kHz range at approximately 77 
Hz intervals. A Hamming window was applied to reduce spectral leakage caused by signal 
discontinuities at boundaries. 

The resulting spectrograms for each phase (A, B, C) were grayscale images, which were then 
assigned to the R, G, and B channels, respectively, to construct STFT-based RGB images. 

3.4.4. Id-Linear Image Construction 

Since the Id current is provided as a 1D time-series signal, 1,024 samples were reshaped into a 
32×32 2D array using the same sequential reshape method as in the previous experiments. The 
resulting image was grayscale. As this reshaping method is consistent with the space-filling curve 
(SFC) linear approach, this method is denoted as Id-Linear in this study. 

3.4.5. Id-DWT Image Construction 

The sequentially reshaped single-phase data were decomposed using the same method as the 
three-phase DWT approach. A Daubechies 4 (db4) wavelet was used, with decomposition performed 
up to Level 3. 

Due to the horizontal alignment of the time-series data from the reshape method, the horizontal 
detail coefficients (cH) at Level 3 were selected, as they best captured fault characteristics. The 
extracted cH coefficients were used to construct a grayscale image. 

3.4.6. Id-STFT Image Construction 

Time-frequency analysis using STFT was applied to the single Id current signal. 
The Id current time series consisted of 1,024 samples, and the same STFT parameters used for 

the three-phase STFT were applied: a Hamming window, window length of 128, time step of 27, and 
65 frequency bins.  

Figure 6 illustrates example images converted using the six methods described above. 

   

                   (a)                          (b)                         (c) 
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                       (d)                        (e)                         (f) 

Figure 6. Input image types: (a) 3Phase-RGB, (b) 3Phase-DWT, (c) 3Phase-STFT, (d) Id-Linear, (e) Id-DWT, and 
(f) Id-STFT. 

3.5. Data Splitting and Augmentation 

The raw dataset used in this study was collected under six motor speed conditions, ranging from 
1690 rpm to 1740 rpm in 10 rpm increments. For each speed segment, 8 images per second were 
extracted, resulting in 1,440 images over a 30-second period. Due to some erroneous measurements, 
the final number of valid images used in the study was 1,424. The dataset was evenly distributed 
among three fault conditions: Normal, ITSC (inter-turn short circuit), and 4Turn short. 

To ensure fair comparison across all methods, the 1,424 images were divided as follows: 270 
images (approximately 19%) were used as the test set, while the remaining 1,154 images were further 
split into 924 training images and 230 validation images. 

To enhance the generalization performance of the deep learning classifier, address data 
imbalance, and mitigate limitations due to the relatively small training set, a SpecAugment-based 
data augmentation technique was applied to the training data. 

SpecAugment is a data augmentation method specialized for time-frequency images. It applies 
Time Masking, where random regions along the time axis are masked, and Frequency Masking, 
where random frequency-axis segments are masked. 

In this study, each training image was augmented three times, resulting in a training set four 
times larger when including the original samples. The same augmentation method was consistently 
applied to both three-phase current-based images (RGB, DWT, STFT) and single-phase Id current-
based images. Figure 7 shows examples of the six image types after applying SpecAugment. 

   

                        (a)                       (b)                         (c) 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 8 July 2025 doi:10.20944/preprints202507.0653.v1

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202507.0653.v1
http://creativecommons.org/licenses/by/4.0/


 10 of 18 

 

   
                   (d)                       (e)                         (f) 

Figure 7. Input images after applying SpecAugment: (a) 3Phase-RGB, (b) 3Phase-DWT, (c) 3Phase-STFT, (d) Id-
Linear, (e) Id-DWT, and (f) Id-STFT. 

3.6. CNN Configuration 

For image classification, a CNN based on the ResNet50 architecture was used, employing a 
transfer learning framework. The model was configured with include_top=False to remove the 
default fully connected classification head and replace it with a customized classifier suitable for this 
study’s objectives. 

No pretrained weights were used; instead, all layers were initialized randomly and trained from 
scratch. The input image size was scaled from 32 × 32 to 224 × 224 × 3 to match the model's expected 
dimensions. The architecture was experimentally tuned for stable training, as detailed in Table 1, and 
the training parameters were set as shown in Table 2. 

Table 1. CNN classifier architecture. 

Classification 
Layer  

configuration 
Activation 
function 

Output 
dimension 

Remark 

Feature  
extractor 

ResNET50 (Top layer 
removed; 

weights=none) 

 7 x 7 x 
2048 

Input 224 x 224 x 3 

Flatten layer 
 

FC layer 1 
 
 

FC layer 2 
 

Output layer 

Flatten 
Dense (512) 

Batch normalization 
Dropout (0.4) 
Dense (256) 

Batch normalization 
Dropout (0.3) 

Dense (3) 

 
ReLU 

 
 

ReLU 
 
 

Softmax 

100,352 
512 
512 
512 
256 
256 
256 
3 

7 x 7 x 2048 -> 1D 
Fully connected layer 
Feature normalization 
Overfitting prevention 
Fully connected layer 
Feature normalization 
Overfitting prevention 

No. of classes: 3 

Table 2. CNN learning conditions. 

Item Settings 
Optimization algorithm Adam 

Initial learning rate 
Loss function 
No. of epochs 

Batch size 
Callback function 

0.0001 
Categorical cross-entropy 

50 
32 

ReduceLROnPlateau, CSVLogger, etc. 

4. Experimental Results and Discussion 

Figure 8 presents the training and validation accuracy and loss curves for the six different 
encoding methods. 
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(a)  

 

(b) 

 

(c) 

 

(d) 

 

(e) 
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(f) 

Figure 8. Training and validation accuracy and loss for each of the six encoding methods: (a) 3Phase-RGB; (b) 
3Phase-DWT; (c) 3Phase-STFT; (d) Id-Linear; (e) Id-DWT; (f) Id-STFT. 

4.1. Training Results 

Figure 9 shows the trends in training accuracy and loss for each encoding method across 50 
epochs.  

The training accuracy curves show that the 3Phase-DWT method quickly reaches high accuracy, 
demonstrating strong early performance. Despite using a single-channel input, the Id-STFT method 
also records the highest training accuracy. In contrast, among the three-phase methods, 3Phase-STFT 
converges more slowly and attains lower accuracy. Similarly, within the Id-based methods, Id-DWT 
converges slowly and yields the lowest training accuracy.  

  

Figure 9. Comparison of train accuracy and loss by encoding method. 

In terms of training loss, both 3Phase-DWT and Id-STFT exhibit rapid and stable reduction, 
indicating effective learning. Conversely, 3Phase-STFT and Id-DWT maintain higher loss values and 
slower convergence. 

These results confirm that all six methods were trained successfully, with no significant 
oscillations in the learning curves, suggesting an appropriate learning rate. Furthermore, the absence 
of any increase in training loss indicates that overfitting did not occur. 

4.2. Validation Results 

Figure 10 compares the validation accuracy and loss to evaluate each encoding method’s 
generalization performance on unseen data. 
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Figure 10. Comparison of validation accuracy and loss by encoding method. 

Among the three-phase encoding methods, DWT achieved the highest average validation 
accuracy of 98.9%, while RGB and STFT recorded similar accuracies of 97.6%. These values were 
averaged over the final 10 epochs (epochs 41–50). 

However, both 3Phase-RGB and 3Phase-STFT exhibited fluctuations in their validation curves 
during the early and middle training stages. Notably, 3Phase-STFT struggled to converge even in 
later epochs. In contrast, 3Phase-RGB eventually stabilized and delivered relatively consistent 
performance. 

For the Id-based encodings, Id-STFT achieved 99.6% average accuracy, while Id-Linear reached 
the highest at 99.7%. Conversely, Id-DWT had the lowest performance at 88.8%, indicating that a 
DWT image derived from a single time series may be insufficient to capture the complexity of fault 
patterns. 

These findings show that single-channel (Id) inputs, when transformed using STFT or Linear 
mapping, can achieve classification performance and training stability comparable to those of multi-
channel, three-phase methods. 

Figure 11 compares the best-performing three-phase method (3Phase-DWT) and the best-
performing Id-based method (Id-STFT). 

 

Figure 11. Validation result comparison between 3Phase-DWT and Id-STFT. 

Both methods exhibit fast learning and rapid convergence in validation performance, achieving 
high accuracy. 

This confirms that meaningful feature extraction in the time-frequency domain, as in STFT, 
enables single time-series inputs to perform comparably to three-channel, three-phase data. 

Particularly, Id-STFT benefits from using grayscale input images, which reduces computational 
and memory demands compared to RGB-based methods—ultimately enabling faster and more 
efficient fault diagnosis. 

4.3. Test Result 
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Figure 12 visualizes the confusion matrices for the six encoding methods (RGB, DWT, STFT for 
3Phase; Linear, DWT, STFT for Id) applied to the test set (270 samples each for Normal, ITSC, and 
4Turn), allowing a comparative analysis of model prediction accuracy. 

 

 
Figure 12. Confusion matrix results for the six encoding methods. 

Table 3 presents the test accuracy derived from the confusion matrices in Figure 12. Accuracy 
was calculated using the formula (TP + TN) / (total number of samples). 

Table 3. Test accuracy. 

 3Phase 
-RGB 

3Phase 
-DWT 

3Phase- 
STFT 

Id 
-Linear 

Id 
-DWT 

Id 
-STFT 

Test Acc. 99.01% 98.27% 76.56% 94.59% 72.11% 99.01% 

Among the three-phase image encoding methods, 3Phase-RGB achieved the highest 
classification accuracy of 99.01%, correctly predicting 270 Normal, 266 ITSC, and 266 4Turn samples. 
Similarly, among the single-channel (Id) methods, Id-STFT achieved the same accuracy of 99.01%, 
demonstrating accurate predictions across all fault types and indicating effective learning of class 
boundaries. 

In contrast, 3Phase-STFT exhibited significant misclassification: 101 ITSC samples were 
misclassified as 4Turn, and 89 4Turn samples were misclassified as ITSC. Among the Id-based 
methods, Id-DWT showed the poorest performance, with 80 ITSC samples misclassified as 4Turn and 
53 4Turn samples misclassified as ITSC. Additionally, 26 Normal samples were misclassified as ITSC, 
20 Normal as 4Turn, 27 ITSC as Normal, and 20 4Turn as Normal—highlighting an overall decline in 
classification accuracy. 

Table 4 presents a quantitative comparison of classification performance in terms of precision, 
recall, and F1-score for the three fault classes (Normal, ITSC, 4Turn), comparing both 3Phase and Id-
based encoding methods. 

Table 4. Classification performance comparison based on precision, recall, and F1-score. 

Classification Data Encoding Normal ITSC 4Tum 
 
 

 
3Phase 

DWT 
RGB 

100.00% 
100.00% 

97.06% 
98.52% 

97.76% 
98.52% 
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Precision 

 
 
 
 
 
 
 

Recall 
 
 
 
 
 
 
 

F1-Score 
 
 
 

 
 
 

Id 
 
 
 

3Phase 
 
 
 

Id 
 
 
 

3Phase 
 
 
 

Id 

STFT 
 

DWT 
Linear 
STFT 

 
DWT 
RGB 
STFT 

 
DWT 
Linear 
STFT 

 
DWT 
RGB 
STFT 

 
DWT 
Linear 
STFT 

100.00% 
 

82.66% 
99.26% 

100.00% 
 

100.00% 
100.00% 
100.00% 

 
82.96% 

100.00% 
100.00% 

 
100.00% 
100.00% 
100.00% 

 
82.81% 
99.63% 

100.00% 

65.50% 
 

67.36% 
93.80% 
98.52% 

 
97.78% 
98.52% 
62.59% 

 
60.37% 
89.63% 
98.52% 

 
97.42% 
98.52% 
64.02% 

 
63.67% 
91.67% 
98.52% 

64.18% 
 

66.33% 
90.71% 
98.52% 

 
97.04% 
98.52% 
67.04% 

 
72.96% 
94.07% 
98.52% 

 
97.40% 
98.52% 
65.58% 

 
69.49% 
92.36% 
98.52% 

Among the three-phase methods, RGB and DWT demonstrated strong and consistent diagnostic 
performance, achieving F1-scores above 97% across all classes. Conversely, 3Phase-STFT showed 
significantly lower performance, with F1-scores of 64.02% and 65.58% for ITSC and 4Turn classes, 
respectively. 

Among the Id-based methods, Id-STFT outperformed all others, achieving precision, recall, and 
F1-scores above 98.52% for all classes. In contrast, Id-DWT yielded relatively low scores, ranging 
between 66% and 83%, across all metrics and classes. 

In summary, Id-STFT effectively balances computational efficiency—through grayscale input—
and high diagnostic performance, even outperforming RGB-based models in some cases. 

4.4. Discussion 

Figure 13 presents a comparison of training, validation, and test accuracies for all six encoding 
methods: 3Phase-RGB, 3Phase-DWT, 3Phase-STFT, Id-Linear, Id-DWT, and Id-STFT. 

 
Figure 13. Comparison of train, validation, and test accuracy of the six methods. 
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Experimental results indicate that 3Phase-RGB and 3Phase-DWT among the three-phase 
methods, and Id-STFT and Id-Linear among the single time-series methods, demonstrated overall 
superior classification performance. Notably, Id-STFT maintained consistently high accuracy across 
training and validation phases and matched or surpassed the generalization performance of multi-
channel methods—despite using only a single time-series input. 

 However, despite its high accuracy, 3Phase-RGB exhibited persistent oscillations in validation 
accuracy during training. As noted in previous studies, the RGB encoding method is sensitive to 
input noise, and simply assigning A, B, and C phases to the R, G, and B channels may inadequately 
capture meaningful variations in the time-frequency domain. These structural limitations are 
especially vulnerable to degradation when data augmentation techniques like SpecAugment are 
applied. Nevertheless, the 3Phase-RGB method showed a gradual convergence in performance 
toward the latter stages of training, confirming that a certain level of classification accuracy can be 
achieved. Therefore, while this approach demonstrates the potential for practical use, it also suggests 
the need for structural improvements in terms of training stability. 

Among the three-phase methods, DWT demonstrated the most stable convergence and highest 
overall performance, with test accuracy closely matching validation accuracy—indicating strong 
generalization. In contrast, 3Phase-STFT suffered a notable drop in test accuracy, suggesting that the 
features learned during training did not generalize well to actual fault data. This likely stems from 
suboptimal image generation due to non-ideal STFT parameters, such as window size and step 
settings. 

For the single time-series approaches, Id-STFT consistently delivered excellent accuracy and 
stability across all stages, confirming its effectiveness. In contrast, Id-DWT exhibited unstable and 
unreliable results, likely due to the loss of critical fault features during the wavelet decomposition 
process. 

Interestingly, Id-Linear, despite its relatively simple encoding structure, achieved above-average 
performance. Its computational efficiency and simplicity make it a promising candidate for 
lightweight model deployment and real-time fault diagnosis systems. 

5. Conclusions 

This study quantitatively evaluated the diagnostic performance of traditional three-phase (A, B, 
C) current-based image encoding methods versus a simplified encoding method using only the Id 
component derived from the D-Q synchronous reference frame. Specifically, the method fixes the Iq 
component at zero and uses Id as a one-dimensional time series input to assess whether a single-axis 
current component can sufficiently retain fault-relevant information without relying on multi-
channel data. 

Among the three-phase encoding methods, 3Phase-RGB, which maps each phase to the R, G, 
and B channels, achieved a validation accuracy of 97.6% and a test accuracy of 99%, indicating strong 
performance. However, oscillations in validation accuracy and loss were observed during the early 
to mid stages of training, suggesting potential instability in the learning process. Although these 
effects diminished in later epochs, structural improvements are needed to enhance model stability. 
In contrast, 3Phase-DWT consistently produced excellent results across all evaluation metrics. 
Conversely, 3Phase-STFT showed poor overall performance, likely due to suboptimal window size 
and step parameter settings for the raw data, indicating the need for further research and refinement. 

Among the Id-based encoding methods, Id-STFT demonstrated the highest accuracy, achieving 
a validation accuracy of 99.6% and a test accuracy of 99%, despite using only a single-channel input. 
Although grayscale encoding may be perceived as less expressive than RGB, the strong results 
confirm that it can serve as a fast and effective encoding method. In contrast, Id-DWT exhibited low 
overall accuracy, which may be due to partial loss of fault features during wavelet-based frequency 
decomposition. The Id-Linear method, despite not involving complex frequency transforms, uses a 
simple mapping technique to convert time-series data into a 2D image format. It still achieved strong 
performance, with a validation accuracy of 99.7% and a test accuracy of 94.6%. Due to its simplicity, 
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this method offers practical advantages for model simplification and real-time diagnostic system 
deployment. Future work incorporating lightweight neural network models could further expand its 
applicability. 

Overall, this study experimentally verified that encoding methods based on the single-axis Id 
current obtained through D-Q transformation can perform as well as—or better than—traditional 
three-phase current-based methods. These findings are attributed to the inherent advantages of the 
D-Q synchronous frame, including simplified signal structure, elimination of phase imbalance, and 
reduced sensitivity to noise—all of which positively impact CNN input image quality. 

Therefore, this study demonstrates the validity of an alternative encoding method for model 
simplification and lightweight implementation, showing that high-performance fault diagnosis is 
achievable without the need for complex multi-channel inputs. 

Funding: This research received no external funding. 

Conflicts of Interest: The authors declare no conflicts of interest. 
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