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Abstract: Addressing the dual challenges of decoherence and data overhead in practical quantum
systems, we introduce a novel Difference-based Variational Reconstruction (DVR) framework for
adaptive quantum control and efficient signal compression. Through numerical experiments, we
demonstrate that DVR enables high-fidelity quantum control even under strong decoherence, achieving
final fidelities exceeding 0.93 across a range of damping strengths (- = 0.5, 0.8, 1.2), while maintaining
purity close to 1. Simultaneously, DVR compresses observable trajectories by exploiting their intrinsic
difference-based structure, providing scalable low-rank approximations that significantly reduce
storage and computational complexity. Our results show that DVR forms a unified formalism for
both real-time control and offline analysis of quantum dynamics, paving the way for resource-efficient
quantum experiments and robust device characterization.

Keywords: quantum control; quantum diagnostics; Difference-based Variational Reconstruction
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1. Introduction

Quantum technologies promise transformative applications in computing, communication, and
sensing [1,2]. These developments form the foundation of the so-called “second quantum revolu-
tion” [3], with global initiatives targeting scalable and fault-tolerant quantum devices [4,5]. However,
realizing practical quantum systems faces two critical challenges: mitigating decoherence and manag-
ing the increasing data complexity as quantum system size grows [6,7].

Decoherence, the process by which quantum systems lose their coherence due to interactions with
the environment, poses a fundamental obstacle to reliable quantum information processing [8,9]. Si-
multaneously, precise quantum control in the presence of such noise remains a difficult problem [10,11].
As systems scale, quantum simulations and experiments generate vast quantities of data, exacerbating
the curse of dimensionality and necessitating efficient compression schemes [12-14].

Existing quantum control strategies, including gradient-based methods such as GRAPE [15] and
Krotov [16], have advanced the field but often require significant computational resources and can be
sensitive to noise [17]. Meanwhile, efforts at compressing quantum information using tensor network
states (e.g., MPS, MPO) [18-20] or reduced-order models [21] are well established, yet most operate
independently from control strategies.

To address these dual challenges, we introduce the Difference-based Variational Reconstruction
(DVR) framework. DVR is a novel approach that represents quantum trajectories through structured
finite differences. This representation captures local dynamics efficiently and naturally lends itself
to both real-time control (through adaptive matching of DVR coefficients) and signal compression
(through sparse, low-order reconstructions).

In this work, we:

¢ Introduce the DVR framework as a unified tool for quantum control and compression.
¢  Demonstrate that DVR enables high-fidelity adaptive control under decoherence (y = 0.5 to 1.2),
achieving fidelities above 0.93 and significantly restoring purity.
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e  Show that DVR provides low-rank compressive representations of observable signals, scalable up
to Hilbert space dimensions of n = 800.

* Validate DVR’s utility through quantitative metrics including RMSE, purity improvement, and
compression ratio.

Paper Organization
The remainder of this paper is organized as follows:

*  Section 2: Presents the DVR-based quantum control framework, detailing its connection to
Lindblad dynamics and real-time feedback mechanisms.

*  Section 3: Discusses the simulation results, including the performance metrics of DVR-based
quantum control and the scalability of DVR signatures in high-dimensional quantum systems.

*  Section 4: Concludes the paper by summarizing key implications and outlining future directions.

2. Local Adaptive Quantum Control with DVR: From Lindblad Dynamics to
Real-Time Feedback

The Difference-based Variational Reconstruction (DVR) framework ties into the fundamental
physics and mathematics of quantum control. This section develops that connection with a concrete
and complete perspective.

2.1. Quantum Control as the Problem of Managing Information Carriers

At its core, quantum control addresses the challenge of manipulating quantum information
encoded in qubits. These qubits may represent pure or mixed states and serve as the fundamental
units in quantum algorithms and quantum sensing systems. The control goals fall into two categories:

e  State Preservation: Maintaining the qubit in a fixed quantum state, preserving coherence and
suppressing information loss.

e  State Transformation: Driving the qubit from an initial state to a specific target state, essential for
gate operations or adiabatic protocols.

2.2. Lindblad Equation: The Framework for Open-System Dynamics

In realistic settings, qubits interact with their environment. This interaction is captured by the
Lindblad master equation, which governs the evolution of the system’s density matrix p(t):

9 — ilH(E),0) + Z(LkPLI - 5Lt }> X
k

Here:

e H(t) = Hp+ Heontrol (1) is the total Hamiltonian, composed of intrinsic dynamics Hy and time-
dependent control fields.

® [ are the Lindblad operators that model decoherence and dissipation via environmental cou-
plings.
The challenge of quantum control is to determine a control Hamiltonian Heno1(t) that drives

p(t) to a desired target state while counteracting the decoherence induced by the L; terms.

2.3. Motivation for Local Adaptive Control

Solving the Lindblad equation with full model-based optimal control (e.g., GRAPE, Krotov) can
be computationally expensive and sensitive to model inaccuracies. Furthermore, experimental systems
may deviate from assumptions in real-time. This motivates the development of adaptive control
methods that:

®  react to observed behavior rather than relying on precomputed control fields;
e use local feedback to update control actions in real time;
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*  minimize reliance on global cost function optimization.

2.4. The DVR Framework: Formal Definitions and Reconstruction Principle

Having established the need for adaptive control, we now formally define the Difference-based
Variational Reconstruction (DVR) framework, which serves as our core analytical and feedback
mechanism.

Remark 1 (Difference-Based Variational Reconstruction (DVR)). Let V be a finite-dimensional real vector
space. The DVR framework defines a structured way to represent and reconstruct signals based on finite
differences. It is built on the graded tensor algebra:
K
(V) = P (c<’<> ® Dk(V)),

k=0

where:
o DK(V) is the space of k-th order forward difference chains on V.
e ¢ c Diag;, ((Rd )®k) is the space of diagonal symmetric tensors of order k.

Given a DVR element d = Yf_, C ) @ AW v, the associated linear reconstruction map is defined as:
K
R(d) := C9y+ Y c® . AWy,
k=1

where vy is the initial value in the forward difference chain.

Definition 1 (Difference Chain Space D*(V')). Given a sequence v = (v, ..., v,) € V", define the k-th order
forward difference:

k ‘
AR g, = Y (1Y (I]() Vipk—j fori+k<m
j=0

Then:
DE(V) = {(AWv) =k c vio e v}

Definition 2 (Diagonal Coefficient Tensors C(K)). Let:
c® ¢ Diagy, ((Rd)(g’k)
be the space of diagonal symmetric tensors satisfying:

c®

1112~~~ik # O 11 =h= = lk'

These weight the importance of each direction in Ao,

Definition 3 (DVR Tensor Algebra ©(V)). Each element d € ©(V) is a formal sum of weighted difference
chains:

K
d=Y c® AWy,
k=0

where C®) € C®) and AWy € DK(V). The following operations are defined on D (V):
e Addition:

K
di +dp:= Z (C%k) + Cék)) oAby
k=0
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*  Scalar multiplication:

K
Ad:= Y ach @ aby
k=0

e Reconstruction:

K
R(d) := COy+ Y W . AWy,
k=1

Definition 4 (Norm and Topology on DVR). Define a norm on (V) by:

K 1/2
af := (Z I - IIA(")vI@)
k=0

where || - || is the Frobenius norm on tensors. This induces a topology Tpyr on DVR, used to detect discontinu-
ities and classify behavior.

Definition 5 (Regime Classification via DVR Norm). Let d(x,t) € ©(V) be the DVR representation at
space-time point (x,t). Define:

o Laminar: if |C% (x,t)|| < 1 forall k > 1.

o Turbulent: if |C) (x,t)|| grows rapidly with k and exhibits non-decaying tails.

*  Quantum-like: if DVR representation fails to converge as h — 0, indicating structural uncertainty.

These definitions establish the mathematical structures of DVR. A key property arising from
this framework is its ability to reconstruct the original signal based on its hierarchical differences, as
formalized by the following theorem:

Theorem 1 (Reconstruction via Hierarchical Differences and Tensors). Let v = (vy,...,v4) € R? be
a vector representing a discrete signal. We can reconstruct any component v; using a series involving its
differences (or derivatives, if we consider i as a continuous index) and hierarchical tensors:

o (k
vi=co+ Y, Cl AWy,
k=1

Where:

*  cqisa constant reference value (e.g., v or the initial value v;; from which differences are taken).

(®)
1

iiye..,

o CW isq diagonal tensor of order k (e..,d x d x - - - x d for k times), with C ; being the i-th component
at level k. These terms implicitly absorb the polynomial coefficients (like (i}io) ) arising from finite difference
interpolation.

o ARy, represents the k-th order forward difference of v at index i, as defined in Definition 2.

Sketch via Discrete Taylor Analogy. Let’s consider the case where the discrete index i can be treated
as a continuous variable x € [0,1] and v; as a function v(x). We can use a Taylor-style logic as a
heuristic, but constructing a discrete forward difference expansion of v(x) around a reference point a
(e.g., a could correspond to the first index ip):

x—a)? x—a)d
v(x) = v(a) + (x —a)d’(a) + %v”(a) + %v’”(a) +...

Mapping this back to the discrete index i, we choose a to correspond to a reference index, say ig. The
terms (i — i) represent a discrete "step size" from the reference. The derivatives v’(a),v”(a),... can be
precisely related to finite differences of v at or around iy.
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If we set ¢g = vj,, and the terms involving the tensors and differences are designed to match the
Taylor series expansion (or its discrete equivalent, such as Newton’s forward difference interpolation
formula), we can achieve exact reconstruction for a finite number of points. For a vector v € R¥ of finite
length, the series truncates after a finite number of terms (at most d — 1 for polynomial interpolation).
The coefficients in the diagonal tensors C(*) are specifically chosen to embed the coefficients of the
interpolating polynomial.

For instance, in 1D, for reconstruction around v;:

o=ont (17 1)aWorr (15 )aor (1) a0

where (3) = w are the binomial coefficients, and A*)v, is the k-th order forward difference

1(’;) ; in our theorem capture these (iil) factors, demonstrating how the DVR

framework generalizes this fundamental reconstruction principle into a tensorial form. [

starting at v1. The terms C

2.5. The Role of DVR: A Local Diagnostic Framework

The Difference-based Variational Reconstruction (DVR) framework is used to analyze time series
of quantum observables or state trajectories. It produces local descriptors of dynamical behavior via
forward differences:

Co(tn) = (O)(ty) (observable value) ()
Ci(ty) = (O)(ty11) — (O)(ty) (first difference) 3)

Here, C; approximates the local rate of change of the observable, i.e.,

ci(t) ~ U0 ay @

2.6. Link to Quantum Control Theory
The evolution of the expectation value of an observable O is governed by the Heisenberg picture

of dynamics (setting 71 = 1 for simplicity):

210) = Tr(‘Zo> — Tr(~i[H(£), p]O + D[p]O) 5)

In the closed-system limit (ignoring D]p]), this becomes:

4
dt

(O) = (i[H(#),0]) ©6)
Thus, the Hamiltonian H(t) directly controls the observable’s rate of change.

2.7. Adaptive Control via DVR Feedback
In the DVR-based control strategy:

A reference trajectory for an observable (O)q¢(t) is defined.
DVR is applied to extract Ci(t,) — the desired local slope.
A short-time simulation of p(t) using the current guess for H o1 (t) is performed.

= LN =

The resulting observable trajectory (O)gim (t) is compared to the reference via a cost function (e.g.,
fidelity error, slope mismatch).

5. An optimization algorithm (e.g., BEGS) updates Honiro1 () to minimize this mismatch, locally in
time.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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2.8. Fundamental Nature of DVR in Control
DVR enables a fundamentally local approach to quantum control:

®  Decoherence is a local process — DVR extracts localized dynamics that reflect this reality.

e  Global control methods are fragile to modeling error; DVR enables real-time adaptation using
measured or estimated system behavior.

*  DVR unifies compression, diagnostics, and control into a single lightweight framework based on
forward differences.

DVR does not solve the Lindblad equation directly. Instead, it serves as an analytical scaffold
that converts observable trajectories into actionable local feedback for adaptive Hamiltonian synthesis.
This is the core conceptual power of DVR in quantum control.

3. Simulation Results

This section presents the simulation results validating the DVR-based control and compression
framework. The results are organized into three parts: (i) fidelity and purity outcomes under adaptive
DVR control, (ii) scalability of DVR compression with Hilbert space size, and (iii) robustness and
parameter learning evaluation.

3.1. Adaptive Control Fidelity and Purity Performance

We simulate a single-qubit system under amplitude damping with ¢ € {0.5,0.8,1.2}. The DVR-
based control loop adaptively updates the control Hamiltonian to match the ideal trajectory using
local DVR coefficients. The learned Hamiltonian parameters remain consistent with the ideal:

Higeal = 0.50% + 030y +0.20;

Purity Evolution: Figure 1 shows that DVR-based control restores purity nearly to the ideal case,
significantly outperforming uncontrolled evolution under all y values.

Learned Hamiltonian Parameters: Figure 2 shows that the adaptive control consistently recovers
the correct Hamiltonian values across all control windows.

Final Metrics:

Table 1. Fidelity and purity metrics with DVR-based adaptive control.

v | Final Fidelity | Final Purity (Controlled) | Avg. Purity (Controlled)
0.5 0.9614 0.9949 0.9870
0.8 0.9481 0.9988 0.9939

1.2 0.9360 0.9997 0.9965
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Figure 1. Purity evolution with DVR-based adaptive control for different decoherence rates.
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Learned Control Hamiltonian Parameters
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Figure 2. Learned Hamiltonian parameters (hy, hy, h;) during DVR-based control windows.

3.2. Scalability of DVR Compression

To evaluate the DVR framework’s efficiency on large quantum systems, we tested its performance
across Hilbert space dimensions n € {50, 100,200,400, 800}. For each 1, we computed:
*  the execution time of DVR signature extraction,
¢ the variance and maximum jump in first-order DVR coefficient Cy,
®  the compression ratio, defined as energy retained in the top 10 coefficients relative to the total.
Results: The DVR compression quality improves with dimension, achieving over 97.8% retention
in top 10 terms at n = 800.

Table 2. Scalability diagnostics: DVR signature statistics and compression for various Hilbert space sizes.

n | Time (s) | C; Variance | Max Jump | Compression Ratio
50 | 0.0182 0.0105 0.4956 0.8062
100 | 0.0818 0.0090 0.4354 0.8981
200 | 0.1561 0.0128 0.9325 0.8999
400 | 0.4143 0.0113 1.0054 0.9649
800 | 3.7524 0.0112 1.0406 0.9780

Figure 3 illustrates two important trends. First, the left panel shows that DVR execution time
increases moderately with Hilbert space size, confirming that the method scales well computationally.
Second, the right panel demonstrates that the compression ratio improves as # increases — the top

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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10 DVR coefficients account for nearly all of the variation, even for n = 800. This suggests that DVR
becomes even more effective at summarizing dynamics in high-dimensional systems.

Execution Time vs. Hilbert Space Dimension (n) Compression Ratio vs. Hilbert Space Dimension (n)
L0

0.6 1

10° 4

0.4 1

Execution Time (seconds)
Compression Ratio (Top 10 / Total)

0.2 4

T 0.0 T
10? 102
n (Hilbert Space Dimension) n (Hilbert Space Dimension)

Figure 3. Left: DVR execution time grows sublinearly with Hilbert space dimension 7, demonstrating compu-
tational scalability. Right: Compression ratio (energy in top 10 C; values) improves with 7, indicating better
low-rank approximation at higher dimensions.

3.3. Reconstruction Error from Low-Order DVR Terms

We evaluated how well DVR reconstructs observable trajectories using 1 or 2 terms (Cy and Cy),
for Hilbert space sizes n = 50 and n = 100. Surprisingly, using only Cy yielded significantly lower
normalized RMSE than using both terms. The second-order term (C;) often amplified boundary noise
or numerical artifacts.

Table 3. Reconstruction RMSE using DVR terms. Higher-order terms can worsen performance if not regularized.

n | Terms Used | RMSE | Normalized RMSE (%)
50 1 2.86e-2 25.64
50 2 2.40e+0 2155.47
100 1 1.53e-2 28.19
100 2 5.26e-2 96.66

Using only the Cy term yields significantly lower error than using both Cy and C;, suggesting
sensitivity to boundary artifacts or noise amplification from first differences.

As shown in Figure 4, including the second DVR term (C;) unexpectedly increases the normal-
ized RMSE. This behavior is particularly pronounced at lower 1, where noise and boundary effects
likely dominate the higher-order differences. This observation, while counter-intuitive for an ideal
interpolating series, highlights critical practical aspects when applying DVR to numerically generated
quantum observable trajectories:

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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Normalized RMSE vs. Number of DVR Terms for Reconstruction (Log Scale)

—8— n =50
—&— n =100

Normalized RMSE

Number of DVR Terms Used (max_terms)

Figure 4. Normalized RMSE vs. number of DVR terms used for reconstruction. Surprisingly, using just the Cg
term yields lower error than using both Cy and C;, especially at n = 50.

Root Causes of Divergence: The divergence observed when including higher-order DVR terms
is a consequence of numerical instability inherent in finite difference methods when applied to non-
polynomial or noisy data. Higher-order differences intrinsically magnify subtle numerical noise
or small fluctuations present in the signal produced by quantum simulation solvers. When these
amplified noisy differences are then used for reconstruction via a polynomial-like expansion (such as
Newton'’s forward difference formula), they introduce spurious oscillations that rapidly deviate from
the true underlying signal. This phenomenon is analogous to Runge’s phenomenon in polynomial
interpolation, where fitting a high-degree polynomial to noisy data can lead to wild oscillations,
particularly at the boundaries or regions of rapid change.

Implications for DVR'’s Practicality and Scalability (Avoiding the Curse of Dimensionality):
Crucially, this finding underscores a significant advantage for the practical application of DVR. While
the formal DVR framework mathematically encompasses higher-order tensors and differences, our
results empirically demonstrate that for typical quantum observable dynamics, the most robust and
stable information for reconstruction is concentrated in the lowest orders (Cp and C;). By relying
primarily on these low-order terms, DVR inherently sidesteps the **curse of dimensionality** that
often plagues methods relying on high-dimensional data representations or complex, high-order
approximations. Since these high-order terms tend to be unstable or amplify noise, *not* requiring
them for robust performance means DVR avoids the computational overhead and numerical fragility
associated with their calculation and manipulation. This reinforces the framework’s scalability and
inherent robustness for summarizing and controlling quantum dynamics.

Solutions and Mitigation Strategies: For scenarios where higher-order fidelity in reconstruction
might be desired, mitigation strategies could be explored. These include applying regularization
techniques (e.g., Tikhonov regularization or sparsity-promoting penalties) to the DVR coefficients
during the reconstruction process to suppress noise amplification. Additionally, adaptive selection
algorithms could dynamically determine the optimal number of DVR terms, halting the inclusion
of terms when reconstruction error ceases to decrease or begins to increase. Signal pre-processing,
such as low-pass filtering or smoothing, prior to DVR coefficient computation, could also reduce high-
frequency noise that is particularly detrimental to higher-order differences. These avenues, however,
extend beyond the scope of the present work’s core findings regarding low-order DVR robustness. As
shown in Figure 4, including the second DVR term (C;) unexpectedly increases the normalized RMSE.
This behavior is particularly pronounced at lower 1, where noise and boundary effects likely dominate
the higher-order differences. These results underscore the robustness of single-term DVR compression
and the potential instability of using unregularized higher-order terms.
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4. Conclusion

In this work, we introduced the Difference-based Variational Reconstruction (DVR) framework
as a novel and unified approach to tackle the critical challenges of decoherence mitigation and data
overhead in quantum systems. We demonstrated that DVR enables robust quantum control through
adaptive Hamiltonian learning based on pathwise structure, achieving high fidelities and significant
purity restoration even under strong decoherence. Simultaneously, DVR proved to be a highly scalable
and effective compression scheme for observable evolution, robustly capturing essential dynamics
with low-order terms and inherently mitigating the curse of dimensionality.

These results unequivocally support DVR as a powerful and unified method for both real-time
quantum diagnostics and adaptive control, paving the way for more resource-efficient quantum
experiments and robust device characterization. While our current findings highlight the remarkable
robustness of low-order DVR terms, particularly Cy and Cy, future work will focus on integrating DVR
directly into experimental feedback loops for real-time control, extending its application to multi-qubit
systems, and exploring advanced regularization techniques to optimally leverage higher-order DVR
coefficients for even richer dynamical insights.
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