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Abstract: Artificial Intelligence (Al) has increasingly gained attention for its potential in diagnosing,
treating, managing mental health disorders and addressing critical gaps in traditional mental
healthcare. This study explores the application of Al technologies, models, and datasets to mental
health disorders, including autism spectrum disorder (ASD), schizophrenia, depression, anxiety,
bipolar disorder, and PTSD. A systematic review of 40 peer-reviewed studies published between 2014
and 2024 was conducted, sourced from PubMed and Google Scholar. The review examines Al
techniques such as machine learning (ML), deep learning (DL), and natural language processing
(NLP), used in building Al models with diverse data types, including neuroimaging and body
signals. Popular models observed include Support Vector Machine (SVM), Convolutional Neural
Network (CNN), and Ensembling models. These models have various applications in developing
technologies and phenomena such as wearable sensors and digital phenotyping, intending to
improve mental healthcare. One of the potentials of Al is in overcoming traditional mental health
challenges, including limited access and high costs. Although our findings indicate significant
advancements in Al's diagnostic accuracy and personalize intervention potential. However,
limitations persist, raising questions about Al’s reliability. This review identifies challenges and
limitations with present-day Al technologies. Some of these are model performance, and barriers to
widespread implementation, such as privacy concerns, algorithmic bias, and the need for diverse
datasets. Recommendations for future research are provided, emphasizing the need for larger, more
inclusive datasets, research diversity, and the integration of Al into real-world clinical settings to
optimize patient outcomes.

Keywords: artificial Intelligence; mental health disorders; diagnostic accuracy; clinical application;
technology

Introduction

Mental health disorders, often referred to as mental health diseases, illnesses, conditions or
psychiatric disorders, have become a critical global health concern. According to the Global Health
Data Exchange (GHDx), in 2019, approximately 1 in 8 individuals, that is, 970 million people
worldwide, were living with a mental health disorder, with anxiety and depression being the most
prevalent. The International Classification of Diseases 11th Revision (ICD-11) published by the World
Health Organization (WHO), defines mental, behavioural, and neurodevelopmental disorders as
“syndromes characterised by clinically significant disturbances in an individual’s cognition,
emotional regulation, or behaviour, reflecting dysfunctions in psychological, biological, or
developmental processes that underlie mental and behavioural functioning.” These disturbances
typically lead to distress or impairment in personal, social, educational, and occupational functioning
amongst others. The cause of mental health disorders, as well as those at risk, has been attributed to
various factors and is often dependent on the specific mental health disorder in question. However,
it can generally be ascribed to a combination of individual, familial, community, and structural
factors that can either safeguard or compromise mental health. Traditional methods of diagnosis,
prognosis, therapy, and management of these disorders are lacking in accessibility, timeliness, and
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personalisation, leading to potential misdiagnoses or delays in treatment. These delays can
exacerbate symptoms and worsen patient outcomes. In response, artificial intelligence (AI) has
emerged as a promising tool to bridge these lapses in recent times however, to what extent? This
research aims to methodologically review the current technologies of Al in diagnosing, treating, and
managing mental health disorders. It will evaluate the effectiveness of these Al tools, identify existing
challenges, and provide recommendations for future research and implementation.

Background

Mental health disorders are often chronic conditions that require long-term monitoring and
treatment with most being incurable. These disorders include conditions such as autism spectrum
disorder (ASD), schizophrenia, anxiety, depression, bipolar disorder, and post-traumatic stress
disorder (PTSD). They contribute significantly to the overall burden of disability, as the forefront
source of disability worldwide (GBD 2019 Mental Disorders Collaborators, 2022). Mental health is
not only the lack of psychiatric diagnoses, but also the presence of well-being, where individuals can
recognize their abilities, cope with normal stresses, work productively, and contribute to their
community (WHO, 2004). However, the global burden of mental health disorders continues to
increase. According to a 2022 systematic review by WHO, mental health disorders rank among the
top ten leading causes of disease burden worldwide. Disability-adjusted life years (DALYs) due to
mental health disorders rose from 80.8 million in 1990 to 125.3 million in 2019 (GBD 2019 Mental
Disorders Collaborators, 2022). The COVID-19 pandemic further exacerbated the mental health crisis,
with significant increases in depression, anxiety, and PTSD reported globally (Xiong et al., 2020).
Mental health disorders impose significant personal and societal costs, affecting not just the
individuals who suffer from them but also their families, communities, and economies. Globally,
mental health conditions cost the economy approximately between $1 trillion and $2.5 trillion
annually due to productivity losses and bad health, primarily from common disorders like
depression and anxiety with a projected increase to $6 trillion by 2030 (WHO, 2022; The Lancet Global
Health, 2020). Both the ICD-11 and Diagnostic and Statistical Manual of Mental Disorders, 5th
Edition, Text Revision (DSM-5-TR) classify mental health disorders into 21 major categories. Some of
the primary classifications include Neurodevelopmental Disorders, Schizophrenia and Other
Psychotic Disorders, Mood Disorders, Anxiety and Fear-related Disorders, Obsessive-Compulsive
and Related Disorders, Disorders Specifically Associated with Stress, Dissociative Disorders, Feeding
and Eating Disorders, and Substance Use and Addictive Behaviours. The ubiquity of mental health
disorders such as depression, schizophrenia, and bipolar disorder has increased remarkably, posing
considerable challenges to healthcare systems globally. Recently, there has been an increase in global
efforts to prioritise mental health to lessen the negative impacts of severe forms of mental disorders.
Among these efforts is the Comprehensive Mental Health Action Plan initially adopted in 2013,
which was extended to 2030 at the 72nd World Health Assembly (Gureje et al. 2015; WHO 2019). As
such, the diagnosis, prognosis, treatment, and management of these conditions are of paramount
importance. Clinical interviews, psychological testing, medical evaluations, psychotherapy and
medication management, continuous monitoring, crisis intervention, rehabilitation, and lifestyle
modifications to support long-term well-being are traditional applications for the diagnosis,
prognosis, therapy, as well as management of mental health disorders. These traditional approaches
often face challenges such as limited access to care, timeliness, high costs, and varying effectiveness
based on personalisation.

The integration of Artificial Intelligence (AlI) into mental health care has gained significant
momentum, heralding a transformative shift in the diagnosis, therapy, and management of various
mental health disorders. Consequently, Al technologies, including Machine Learning (ML), Deep
Learning (DL), and Natural Language Processing (NLP), are increasingly seen as potential solutions
to revolutionise mental health care. These technologies have been used to analyse large datasets,
predict treatment outcomes, and provide personalised interventions. Al has become one of the
brightest methods for automating cognitive evaluations, a range of tasks and tests for appraising
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cognitive abilities. Some of these are language, intellect, memory, situations judgement, awareness,
and perception (Thakkar et al., 2024). These Al technologies use algorithms that translate information
acquired from datasets into meaningful solutions. For instance, such algorithms developed and
employed are Neural Networks (NN), Decision Trees (DT), K-nearest neighbours (KNN), Linear
Regressions (LR), and Support Vector Machines (SVM) (Nwoye et al., 2020). Most of these algorithms
are built using programming software like Python, R-studio, and C++. These Al techniques have
taken the role of digital assistants which are crucial in the progress of the health industry to assist
health practitioners. Overall, Al offers personalised, scalable, and cost-effective diagnosis, therapy,
and management options.

Despite the possibilities of Al in mental health care, its implementation faces obstacles such as
data privacy concerns, ethical challenges, and the need for large, diverse datasets to ensure the
accuracy and generalizability of AI models. Additionally, with many emerging Al technologies and
less progress, the real-world impact of Al on mental health care remains underexplored thus, there
is aneed for a comprehensive review to understand the role of Al in improving diagnosis, prognosis,
treatment outcomes, and patient management across various mental health conditions. By
addressing these issues, this study aims to enhance mental health care, ultimately improving patient
outcomes and supporting healthcare providers in delivering more effective and personalised care.

Neurodevelopmental disorders, including behavioural and cognitive impairments, arise during
the developmental period and involve significant challenges in acquiring and performing
intellectual, motor, language, or social functions (WHO, 2022). Among these is ASD, which
encompasses a range of conditions characterised by difficulties in social communication and
interaction, along with restricted, repetitive behaviours, and inflexible interests or activities. Early
intervention, including medications, psychosocial, behavioural, occupational, and speech therapies,
can be effective.

Schizophrenia is a severe and debilitating mental illness that affects cognition, thought
processes, and behaviour. It is a chronic condition characterised by positive symptoms, such as
delusions and hallucinations; negative symptoms, including apathy, lack of motivation, and social
withdrawal; and cognitive symptoms, such as disorganised speech, thoughts, psychomotor
disturbances, and catatonic behaviour (Moller, 2016). These symptoms can severely disrupt an
individual's ability to function in work or school environments (WHO, 2019). While it is a chronic
condition, it can be managed effectively with medication, emotional support, psychoeducation,
family interventions, and psychosocial rehabilitation (WHO, 2022). Recent advancements in
neuroimaging and genetics are aiding in the understanding of schizophrenia’s biological
underpinnings, offering hope for more targeted treatments (van Erp et al., 2018).

Depression is the persistent feelings of sadness, irritability, or emptiness, along with a loss of
interest or pleasure in activities, lasting most of the day for at least two weeks. It differs from normal
mood fluctuations and transient emotional responses to life challenges. Additional symptoms may
include poor concentration, excessive guilt, low self-esteem, hopelessness, thoughts of suicide, sleep
disturbances, changes in appetite, and fatigue. Individuals with depression are at an increased risk
of suicide, yet effective medications and psychological treatments are available.

Anxiety disorders are distinguished by extreme fear, worry, and associated behavioural
disturbances, causing serious distress or impairment in daily functioning. Several types of anxiety
disorders exist, including generalised anxiety disorder (excessive worry), panic disorder (panic
attacks), social anxiety disorder (fear of social situations), and separation anxiety disorder (fear of
separation from loved ones). Effective psychological treatments, and in some cases, medication, are
available for managing anxiety disorders depending on age and severity (WHO, 2022). Emerging
treatments, such as cognitive-behavioural therapy (CBT), have shown efficacy in reducing anxiety
symptoms (Hofmann et al., 2012).

Bipolar disorder involves alternating periods of depressive episodes and manic symptoms.
During depressive episodes, individuals experience persistent sadness, irritability, or loss of interest
in activities, while manic episodes are marked by euphoria, increased activity, rapid speech, inflated
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self-esteem, decreased need for sleep, distractibility, and impulsive behaviour. Individuals with
bipolar disorder are at an increased risk of suicide. Treatment options include psychoeducation,
stress management, social functioning enhancement, and medication (WHO, 2022). Advancements
in pharmacological treatments, including mood stabilisers and antipsychotics, have been
instrumental in managing symptoms and reducing hospitalizations.

Post-traumatic stress disorder (PTSD) often arises after exposure to highly traumatic or life-
threatening events like loss of life, resources, social support and social networks, or huge relocation
(Cianconi, Betro, & Janiri, 2020). Symptoms include re-experiencing the trauma through intrusive
memories or nightmares, avoidance of reminders of the trauma, and heightened perceptions of
threat. These symptoms typically persist for several weeks and significantly impair functioning.
Effective psychological treatments for PTSD are available (WHO, 2022).

Al in Diagnosis, Treatment, and Management of Mental Health Disorders

The global burden of mental health disorders highlights the urgent need for effective diagnostic,
therapeutic, and management tools. Since traditional mental health care approaches face significant
challenges, including limited resources, long wait times, and inconsistent efficacy, Al has emerged as
a promising solution providing scalable, personalised, and cost-effective methods with the potential
to revolutionise mental health care (Fadele et al., 2024). John McCarthy, a pioneer in Al, described Al
as “the process of making machines behave in ways that would be considered intelligent if a human
were to do so” (McCarthy, 1959). Al encompasses systems and machines able to do tasks that would
normally require human intelligence, like decoding natural language, drawing patterns, learning
from experience, and making decisions. These tasks are achieved through algorithms, data
processing, and iterative improvement processes (McCarthy, 1959).

The application of Al and ML technologies here enables healthcare professionals to analyse large
datasets and identify mental health conditions with a level of precision that is challenging for
traditional methods. Al-based tools are particularly valuable in detecting subtle early signs of mental
health issues, often before symptoms become severe, allowing for timely intervention and improved
patient outcomes (Thakkar et al., 2024).

Al is revolutionizing the diagnosis of mental health disorders by offering more objective, data-
driven criteria compared to the subjective approaches of traditional frameworks like DSM-5-TR and
ICD-11. By leveraging biomarkers, neuroimaging, and behavioural patterns, Al-based decision
support systems (DSS) enhance diagnostic precision (Tutun et al., 2023). For example, Al tools now
screen for cognitive impairments and conditions like autism spectrum disorder (ASD) through
methods such as eye movement analysis and maternal blood biomarkers (Zheng et al., 2021).
Advances in Al-driven neuroimaging analysis also distinguish between disorders like intellectual
disability (ID) and developmental delay (DD) using deep neural networks (Thakkar et al., 2024). In
schizophrenia, automated speech evaluation and natural language processing (NLP) models detect
early psychosis symptoms and predict relapses by analyzing speech patterns and content (Bedi et al.,
2015; Corcoran & Cecchi, 2020). For anxiety and depression, digital phenotyping with AI uncovers
early signs through behavioural cues from social media and physical activity, providing insights
beyond traditional clinical evaluations (Minerva & Giubilini, 2023).

Al-driven tools are revolutionizing mental health treatment by complementing traditional
methods with innovative, tech-driven solutions. Mobile applications use Al to send medication
reminders, track adherence, monitor mood changes, and provide real-time feedback, ensuring
patient engagement and personalised care (Thakkar et al., 2024). These apps also deliver cognitive
behavioural therapy (CBT) interventions, enabling individuals to access evidence-based exercises
and track progress from home. Virtual therapists and Al chatbots offer immediate psychological
support, particularly in underserved regions (Thakkar et al., 2024). Additionally, Al tailors treatment
plans by analyzing patient-specific data, such as genetic predispositions and lifestyle factors,
predicting the most effective therapies while minimizing trial-and-error in prescribing medications
for conditions like depression and bipolar disorder (Tutun et al., 2023). This approach has proven
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particularly valuable in addressing treatment-resistant depression through optimal combinations of
medications and psychotherapeutic strategies (Minerva & Giubilini, 2023).

Al is transforming the management of mental health conditions by enabling continuous
monitoring and adaptive care through real-time data analysis. Al tools track symptoms and
medication side effects, allowing for timely adjustments to treatment plans (Thakkar et al., 2024).
Digital phenotyping via wearables, smartphones, and social media analyzes sleep, activity, and
interactions to detect potential crises, alerting healthcare providers and caregivers for preemptive
interventions (Minerva & Giubilini, 2023). Al-powered virtual companions, such as therapeutic
avatars, as well as conversational agents, such as Schizobot, help patients with schizophrenia manage
distressing hallucinations, while robotic companions reduce stress and loneliness in elderly patients
(Garety et al.,, 2021; Pham et al., 2022; Nwoye et al., 2024). Additionally, Al supports caregivers by
monitoring changes in mood and behaviour, enhancing patient care and alleviating caregiver burden
(Tutun et al., 2023).

Al technologies are revolutionizing mental health care by leveraging advanced algorithms for
diagnosis, treatment, and management. Machine learning (ML), including supervised, unsupervised,
and reinforcement learning, enables the analysis of patient data to diagnose conditions like
schizophrenia, anxiety, and depression, while deep learning (DL) processes neuroimaging data to
identify biomarkers (Thakkar et al., 2024; LeCun et al., 2015). Natural language processing (NLP) aids
mental health assessment by analyzing speech and text for emotional cues and powering chatbots for
therapy (Thakkar et al., 2024; Nag et al., 2023). Reinforcement learning is used in personalised
therapy, such as virtual reality exposure for management of anxiety (Graham et al., 2019), while
computer vision enhances emotional state assessment and supports children with autism through
robotic interventions (Fiske et al., 2019; Pham et al., 2022). Voice computing detects mood disorders
via speech analysis, achieving high diagnostic accuracy (Bedi et al., 2015; Taguchi et al., 2018).
Wearable devices and physiological signals like heart rate, skin conductance, and sleep patterns
provide insights into conditions like anxiety and depression, complemented by VR/AR-based tools
and Al wearables like Google Glass for social skill enhancement (Long et al., 2022; Voss et al., 2019).
Social media analysis predicts mood fluctuations, while mobile apps democratise mental health care
with over 10,000 options available (Cummins et al., 2020; Youper, 2023). Despite challenges in
integration and data reliability, Al continues to improve accessibility and personalization in mental
health interventions.

Al algorithms are transforming mental health care by enabling early diagnosis, personalised
treatment, and continuous management. Artificial Neural Networks (ANNSs) like EMPaSchiz have
achieved 87% accuracy in diagnosing schizophrenia using functional Magnetic Resonance Imagining
(fMRI) data, surpassing traditional methods (Kalmady et al., 2019). Machine learning (ML) and
natural language processing (NLP) models have classified PTSD with 82% accuracy and depression
with varying accuracy (70-95%) based on datasets and algorithms (Le Glaz et al., 2021). Techniques
like support vector machines (SVMs), convolutional neural networks (CNNs), and ensemble models
effectively detect cognitive disorders like bipolar disorder and schizophrenia through neuroimaging
and physiological markers such as electroencephalogram (EEG) and heart rate variability (HRV)
(Cummins et al., 2020; de Bardeci et al., 2021).

Al-driven apps analyze text and social media data for predicting relapses and mood changes
(Abdullah et al., 2016), while wearable sensors monitor real-time physiological changes for condition
management (Long et al., 2022). Novel approaches like the complex probabilistic hesitant fuzzy N-
soft set (CPHFNSS) enhance diagnostic precision by integrating expert input and addressing
uncertainty, particularly in resource-constrained settings (Ashraf et al., 2023). As research advances,
AT's role in mental health care promises increasingly effective and accessible interventions for diverse
populations.

With this, there is clear evidence of rising public interest in Al for mental health, as demonstrated
by a 114% increase in related online searches (Banerjee et al., 2024). These Al technologies are now
being applied to detect, classify, and monitor mental health conditions with greater accuracy and
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efficiency than traditional methods. However, despite the rising interest in Al-driven mental health
tools, there remain significant gaps and challenges in the field that necessitate further research and
comprehensive methodological review of Al technologies in mental health disorders. This study uses
a methodological approach that includes evidence-based analysis to review multiple mental health
disorders of ASD, schizophrenia, depression, anxiety, bipolar disorder, and PTSD. This research
includes a data visualisation and narrative synthesis of the results including the observed challenges
and limitations of the Al technologies in the diagnosis, prognosis, treatment, and management of the
specified mental health disorders.

Methods

Comprehensive searches were conducted in databases including PubMed and Google Scholar.
Keywords and phrases such as "Artificial Intelligence", "AI", "mental health disorders”, "mental

"non vl

health", "schizophrenia", "autism", “bipolar disorder”, "anxiety", "depression”, "PTSD", "psychosis",

"non

and "mental illness", "artificial intelligence in mental health,

"nn

machine learning for mental disorders,"
"Al-based therapy,” and "digital mental health" were utilized to capture relevant studies. Boolean
operators (AND, OR) were applied to refine search results, and the database search yielded a total of
168 papers. Afterwards, articles were screened to identify and remove duplicate or irrelevant articles.
Duplicates were checked by comparing the DOI numbers and article titles; they were also confirmed
using Mendeley version 2.124.0. Articles were first selected through title screening and then
evaluated based on the inclusion and exclusion criteria. If the abstract did not provide enough
information to determine eligibility, a full-text review was performed. The literature selected for the
review was based on the predefined inclusion and exclusion criteria, which ensured that only
relevant studies were reviewed. Inclusion Criteria specified that only peer-reviewed articles
published in English between 2010 and 2024 were selected. Selected articles also had to focus
explicitly on Al applications for mental health assessment, diagnosis, therapy, or risk prediction.
Exclusion criteria included non-English, non-empirical studies, opinion pieces, and those unrelated
to the mental health disorders of choice. The selected studies further underwent quality assurance
using the Critical Appraisal Skills Programme (CASP) to ensure they were credible and relevant.
After this process, 40 papers were finally selected for inclusion in the review.

Data points extracted from the selected studies included study ID, study year, application, Al
technique, target mental health disorder, dataset type, performance, strength/weakness, key findings,
and limitations.

© df.head(3) R
2 Target
Study . . . Mental Dataset ioas . -
Study ID Year Application AI Technique Health Type Performance Strength/Weakness Key Findings Limitations
Disorder
Wall et =R ezl Accuracy = ShennihiRedloediit ADT;iiuTaol:Iey! generallzatllmsig
al, 2012 2012 Diagnosis (ADTrge‘ BFTree‘ ASD ADI-R data 99 0% ADI-R from 93 to 7 classified broader ASD
ConjuctiveRu. quest.. 5
autism usin._ catego...
AUC=0.88
LASSO IR (Neural Strength: High & gEnE el eepts
Tang et . . . expression identified as size; limited
2023 Diagnosis Regression, ASD Networlk), accuracy in ) )
al., 2023 data (blood _ q biomarkers; generalizability
Neural Network Accuracy = 0.8 distinguishing ASD
samples) ( models achi... du...
L Defines novel
Drysdale PCA SVM LR Sensitivity = Strength: can be used b P
2 etal, 2017 Diagnosis ’ S Depression MRl 82%, Specificity for diagnosis and SUbIYpes o Small data size
LDA _ depression that
2017 =93% treatm..

tran...

Figure 1. Image of the first 3 rows of the data extracted.

The data analysis involved a mixed-methods approach, combining both descriptive statistics
and qualitative analysis. Descriptive statistics were used to summarise the study characteristics, Al
tools used, and mental health outcomes. Python was utilised to analyse the studies based on the
distribution of Al tools/models applied to specific mental disorders and the application areas of Al
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(diagnosis, treatment, or management). The qualitative analysis involved a thematic synthesis
approach to explore the effectiveness of Al interventions for mental health disorders, challenges in
implementing Al technologies in clinical settings, as well as recommendations and future research
directions for Al in mental health care. The thematic analysis also helped identify common themes,
key patterns, and trends across the included studies.

Results

This section discusses the result of a methodological review of Al technologies in the diagnosis,
treatment, and management of ASD, schizophrenia, depression, anxiety, bipolar disorder, and PTSD.
A variety of Al models, tools, and algorithms have shown promise in improving the diagnosis and
management of mental health conditions.

Across studies, Supervised Machine Learning (SML) emerged as the most used Al technique.
Common Al algorithms applied to mental health include Naives Bayes, SVM, Long Short-Term
Memory (LSTM), Random Forest (RF), CNN, ANN, Logistic Regression (LR), DT, Recurrent Neural
Network (RNN), KNN, and Principal component analysis (PCA). These algorithms are used to
predict or classify symptoms of mental health conditions by analysing data from a variety of sources,
including neuroimaging (Magnetic Resonance Imaging- MRI, fMRI, Electroencephalogram- EEG)
and body signals.

For mental health detection, systems often include wearable devices composed of sensors, data
acquisition tools, data pre-processing, feature extraction, and machine learning models for mental
health condition classification. Filtering algorithms such as wavelet transforms and Kalman filters
are frequently employed to remove noise from data, ensuring higher accuracy in detecting mental
health issues. Additionally, data evaluation metrics such as root mean square (RMS), mean, root
mean square error (RMSE), standard deviation (SD), and interquartile range (IQR) help in feature
extraction and model performance evaluation.

In Figure 2 below each segment represents a specific Al technique, and the percentages indicate
the proportion of studies utilising each method. The presence of multiple models within some studies
accounts for the cumulative percentage.

SVM is used in 19.8% of the studies, making it one of the most frequently applied techniques.
SVM's popularity can be attributed to its robustness and effectiveness in classification tasks,
particularly with smaller datasets and structured data.

CNNs representing 17.3%, are widely applied in studies involving imaging data such as MRI
and fMRI scans, where they excel at pattern recognition within complex, high-dimensional data. The
frequent use of CNN highlights the importance of visual data in mental health research.

LR and RF account for 9.9% and 8.6% of studies, respectively. Logistic Regression is commonly
used due to its simplicity and interpretability, especially in binary classification tasks, while Random
Forest is valued for its capability to handle non-linear relationships and reduce overfitting through
ensembling.

ANN which constitute 7.4% of the studies, are favoured for their ability to capture complex
patterns in both structured and unstructured data. DT used in 11.1% of studies, provide an
interpretable model structure, making them suitable for cases where understanding the decision-
making process is essential.

Less commonly used techniques include KNN and LSTM networks, each representing 2.5% of
the total studies. KNN is typically employed for simpler, lower-dimensional data, while LSTM
networks are particularly useful for time-series data, which might explain their limited but specific
use cases in mental health studies.

The "Others" category, making up 21% of the studies, encompasses a range of less common
techniques such as multilayer perceptron (MLP), Fuzzy Synchronisation Likelihood (FSL),
Hierarchical Hidden Markov Models (HMM), Graphical Neural Networks (GNN), Linear
Discriminant Analysis (LDA), Sustaln, Kalman filtering, JRip, SimpleCART, ensembling methods,
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and Naive Bayes. This diversity indicates that researchers are experimenting with a variety of models
to address specific challenges in mental health research.

In summary, the chart reveals a preference for SVM, CNN, and other traditional machine
learning methods, which are versatile and effective across multiple data types. The "Others" category
reflects the ongoing exploration of newer and specialised models, suggesting that Al in mental health
is both mature in some areas and evolving in others as researchers continue to experiment with a
broader range of techniques.

Distribution of Al Techniques in Studies

Others

RF
CNN

SVM

ANN
LSTM

Figure 2. A pie chart illustrating the distribution of Al techniques across studies.

Figure 3 below shows the magnitude of the different application areas of Al in mental health,
based on the studies included in this research. More studies focused on the application of Al for
Diagnosis, with 25 studies categorised in this area. This suggests that Al's capacity to identify and
diagnose mental health disorders has been a significant focus for researchers. This may be because
diagnosis is the first step in solution finding. There are also discrepancies in the traditional method
of diagnosis hence, necessitating the heavy employment of Al techniques in diagnosing mental health
disorders. For instance, schizophrenia has no ascertained markers for identification. Diagnosis
requires a physician’s assessment which is time-consuming and can delay advancement in assisting
the individual because it is after diagnosis that intervention may occur.

The areas of treatment and prognosis are also explored, but to a lesser extent, with both areas
represented in around 3 and 7 studies respectively. This indicates an interest in Al's potential to aid
in therapeutic interventions and in predicting the outcomes of mental health conditions over time.
The category of management is also represented, with only 6 studies examining how Al can be
employed to manage ongoing mental health care, hinting at an emerging field that may require more
research attention. Overall, the chart reflects a strong emphasis on diagnostic capabilities, with
comparatively less but notable research in Al-driven treatment, prognosis, and management in
mental health.
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The Application Areas of Al

Management
Prognosis 6
7

Figure 3. A packed bubble chart showing the size of studies in each application area of Al in the studies.

Figure 4 below depicts a series of doughnut charts illustrating the types of datasets used in Al
model development across different mental health disorders, with each disorder represented by a
separate chart. The charts are segmented by the variety of dataset types, such as EEG, MRI, genetic
data, and questionnaire scores, reflecting the focus of Al models within each disorder.

For ASD, the dataset types are quite varied, including Galvanic Skin Response (GSR), MRI, Heart
Rate Variability (HRV), Blood Volume Pulse (BVP), Gene data, Speech, Questionnaire, Interbeat-
Interval (IBI), and Heart Rate (HR). The largest portions come from Gene data and MRI, each
comprising 18.2% of the datasets used, indicating a balanced approach with no single dataset type
dominating the research.

Schizophrenia shows a strong preference for EEG and MRI data, which make up 35% and 30%
respectively, followed by smaller contributions from Attributes, Speech, Gene, Immune, and CBT
data types. The emphasis on EEG and MRI suggests a reliance on brain activity and structural
imaging for modelling schizophrenia.

In Depression studies, there is also diversity in data sources, with EEG and MRI accounting for
16.7% each, and Questionnaire scores comprising 22.2%. Other dataset types such as ACC, Gene,
Speech, Facial Recognition, Energy Level, and HR are used to a lesser extent. This variety indicates
that depression research leverages both biological and self-reported data.

For Anxiety, the data sources are equally distributed among MRI, HRV, Respiratory Rate (RR),
and HR, each constituting 25% of the total. This suggests that AI models for anxiety rely on
physiological data with no dataset type dominating.

Bipolar Disorder primarily uses MRI data (33.3%), with smaller segments from HRV, RR, ACC,
and Immune datasets. The focus on MRI highlights the importance of imaging data, although there
is moderate diversity in other data types used.

Lastly, PTSD research is mostly reliant on MRI (66.7%), with EEG data accounting for the
remaining 33.3%. This heavy reliance on MRI suggests that PTSD studies predominantly use imaging
data to model the disorder, with EEG playing a secondary role.

In summary, the charts show a varied approach to dataset utilisation across mental health
disorders, with some conditions like Schizophrenia and Depression using a broader mix of data
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types. Disorders such as PTSD and Bipolar Disorder lean more heavily on MRI data, while Anxiety
research shows a more balanced use of physiological data sources. This visualisation highlights the
diversity and specialisation in Al model development based on the unique data needs of each mental

health disorder.
Dataset Types Used to Develop Al Models Across Mental Health Disorders
ASD Schizophrenia Depression
Immune Gene Speech Energy Level Facial Recognition
BT ' HR -. Speech
‘ 5.0%39% 10.0% Attributes 1L2% 565 . Gene
5.0% 5.6% 5.6%
10.0% 5.6%
EEG

6.7%

11.1% ACC

16.7%
222%
Questionnaire Score

Anxiety Bipolar Disorder PTSD

EEG
RR
66.7%
MRI

Figure 4: A doughnut chart showing the distribution of datasets favoured for Al model development in each

EEG

HRV

Immune

25.0%

RR
MRI

MRI

-

HRV

16.7% ’

HRV

mental health disorder.

This section details the observation from the reviewed studies, on the potential, challenges, and
how accurately various Al models can improve the diagnosis, treatment, management, or prognosis
of mental health conditions. For instance, Al-based models like ML and Deep Neural Network (DNN)
classifiers have been applied to neuroimaging data to predict the onset of mental health disorders
such as schizophrenia, depression, and PTSD. Studies focused on ASD generally achieve high
accuracy, often between 85% and 95%, especially when using imaging data like MRI and fMRI. CNN5s
are the most effective in this area because of their strong performance with high-dimensional imaging
data. CNNs and DNNs tend to yield the highest accuracy for ASD detection, and in studies where
multimodal data (e.g., combining imaging and genetic information) is used, models can reach
accuracies above 90%. While model accuracy is high, generalizability remains a concern due to
limited dataset diversity. Most high-performing ASD studies rely on data from specific populations,
which may limit the model's performance when applied to broader populations.

The accuracy of models for schizophrenia detection and prediction ranges widely but generally
falls between 80% and 90%, highly dependent on the dataset type, with EEG and fMRI data showing
better results. CNNs, RNN, SVM, and LSTM algorithms perform well in this domain, with CNNs
applied to brain imaging data often achieving accuracies of 85% to 90%. LSTMs' capability of
analysing time-series data is frequently used with EEG data, yielding moderate to high accuracy.
Schizophrenia models, however, often face issues with interpretability, and due to the complex
nature of schizophrenia, models may struggle with subtle variations in symptoms across patients,
which can affect accuracy.

Studies on depression tend to show moderate accuracy, generally ranging from 70% to 85%,
likely due to the reliance on structured or self-reported data, which can be more subjective.
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Traditional ML models such as LR, DT, and SVMs perform reasonably well, especially when trained
on structured data, such as clinical questionnaire responses. CNNs and RNNs are also used with
imaging and sequential data, achieving slightly higher accuracy, particularly when fMRI data is
utilised. The subjective nature of depression assessments and the lack of objective biomarkers pose
difficulties in achieving high accuracy consistently. Similarly, smaller sample sizes in depression
studies limit the performance of more complex Al models.

Al models for anxiety disorders commonly achieve accuracies ranging from 70% to 85%. Models
analysing self-reported questionnaires or behavioural data tend to have lower accuracy, while those
using imaging data (fMRI) achieve slightly higher accuracy. SVMs, DTs, and RF models are
frequently used with structured data, such as clinical interviews and self-reported scales, achieving
moderate accuracy. CNNs have shown promise in studies that use imaging data, reaching accuracy
levels closer to the upper end of the range. Similar to depression, the subjective nature of self-reported
data affects accuracy, and the overlapping symptoms between anxiety and other mental health
disorders make it harder for models to achieve high accuracy.

Bipolar disorder studies generally report lower accuracies, typically between 65% and 80%,
probably because of the episodic character of the disorder and the difficulty in capturing consistent
symptoms. Ensemble models and SVMs are commonly used for bipolar disorder studies, with
moderate success. When combined with genetic data or imaging data, CNNs and RNNs have shown
a potential to improve accuracy, though they are less frequently applied. The cyclical nature of
bipolar disorder and its overlap with symptoms of other disorders, like depression, can reduce the
accuracy of Al models. Additionally, sample sizes in bipolar studies are often smaller, limiting model
training.

PTSD is an area with low study availability in this research. This disorder relies heavily on
subjective data thus, has moderate to lower accuracy. PTSD's symptom variability and subjective
nature of data impact model performance. However, one notable success is the use of the CNN model
in processing fMRI data for predicting PTSD trajectories. The model attained a high accuracy of 88.6%
at the first time point. Although a bit lower than some disorders which can be due to limited data
size, leading to challenges in model validation. It is further aggravated by the disorder’s diverse
symptom presentations and reliance on subjective reports which further reduce model accuracy.

Overall, disorders like ASD and Schizophrenia achieve the highest accuracies, particularly with
CNNs and other deep-learning models that work well with imaging data. Depression and Anxiety
show moderate accuracy due to their reliance on structured or self-reported data, which is less
objective, making traditional ML models like DT and SVM more commonly used. Bipolar Disorder
has lower accuracy compared to other disorders, likely due to the episodic nature of the disorder and
symptom variability, which complicates model training and prediction, posing unique challenges for
Al models. The performance trends indicate that the highest accuracies are achieved in disorders
where objective data, such as imaging, is available, like ASD and Schizophrenia, while disorders
relying heavily on subjective data, like Depression and Anxiety, tend to have moderate accuracy.
However, it may seem that immune-based ML models have proven effective in distinguishing
schizophrenia and bipolar disorder from healthy controls, with an area under the curve (AUC) of up
to 0.804 in detecting diagnostic patterns through immune markers. These Al interventions improve
diagnostic precision and offer non-invasive diagnostic options, such as the use of biomarkers in
schizophrenia detection, which reduces the need for more intrusive methods. Furthermore, Al
models are shown to augment treatment by predicting treatment outcomes based on genetic and
biological data, opening the door for more personalised and targeted therapies. Improving model
accuracy across disorders will likely require more diverse datasets, combining multimodal data, and
more objective biomarkers where available.
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Table 1. Summary of the analysis of model accuracy by disorders.

Mental Health Disorder Model Accuracy Range

Best-Performing
Models

Limitations

Autism Spectrum
Disorder (ASD)

85% - 95%

CNN, DNN

High accuracy but
limited generalizability
due to dataset diversity.
Studies often rely on
specific populations,
limiting model
performance in broader
applications.

Schizophrenia

80% - 90%

CNN, SVM, RNN
(LSTM)

Interpretability issues
and complexity due to
symptom variations
across patients can affect
accuracy.

Depression

70% - 85%

SVM, Logistic
Regression (LR),
Decision Tree, CNN,
RNN

High variability in
accuracy due to
subjective assessments
and limited objective
biomarkers. Small
sample sizes limit
complex Al model
performance.

Anxiety Disorders

70% - 85%

SVM, Decision Tree,
Random Forest, CNN

Subjectivity in self-
reported data affects
accuracy, and
overlapping symptoms
with other disorders
make it challenging to
achieve high accuracy.

Bipolar Disorder

65% - 80%

Ensemble Models, SVM,
CNN, RNN

Lower accuracy due to
the episodic nature of
the disorder and
symptom overlap with
other conditions, such as
depression. Small
sample sizes limit model
training.

Post-Traumatic Stress
Disorder (PTSD)

65% - 80%

CNN, RNN, Ensemble
Models

Limited studies are
available, leading to
challenges in model
validation. Diverse
symptom presentations
and reliance on
subjective reports
reduce model accuracy.
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Diagnostic Applications: Several studies demonstrated the use of Al for diagnosing mental
health conditions like depression, anxiety, and schizophrenia. Machine learning algorithms trained
on multimodal data, including voice, text, wearable device outputs, and clinical records, achieved
high diagnostic accuracy (75-90%). For example:

® Natural language processing (NLP) algorithms analyzed linguistic patterns to detect depression
with over 85% accuracy.

® Speech analysis tools identified markers of anxiety disorders based on prosody and tone changes.

® Physiological data, such as heart rate variability captured via wearable devices, supported the

detection of post-traumatic stress disorder (PTSD).

These tools offer promise for early and remote diagnosis, addressing limitations in traditional
methods such as subjective clinician assessments.

Predictive Models: Al-based predictive models have shown proficiency in forecasting mental
health crises. Examples of this include:

® Predictive analytics on electronic health records (EHRs) achieve an 85% accuracy rate in
identifying suicide risk.

® Integration of social media data to detect patterns indicative of mood swings or self-harm
ideation.

® Predictive tools that combine historical data with current user behaviour, enabling proactive

interventions.

These models underscore Al's role in preemptive care, enhancing clinicians' ability to allocate
resources effectively.

Therapeutic Interventions: Al-powered tools for therapy have expanded access to mental health
care. Some highlighted interventions include:

® Chatbots such as Woebot, Schizobot, and Wysa deliver evidence-based cognitive behavioral
therapy (CBT) through user-friendly interfaces.

® Virtual reality (VR) environments combined with Al to treat phobias and anxiety by simulating
controlled exposure scenarios.

® Personalized treatment recommendations based on Al-driven analysis of patient progress and
feedback.

Clinical trials have demonstrated these tools’ efficacy, with significant improvements in self-
reported mental health metrics observed within weeks of use.

Discussion

The strengths of Al in mental health lie in its usage in addressing critical gaps in mental health
care delivery by enabling scalable, cost-efficient, and personalized interventions. For instance,
chatbots address stigma by providing anonymity. Predictive tools facilitate timely interventions,
potentially averting crises. Automated systems mitigate stigma and ensure continuity of care,
particularly for populations with limited access to mental health professionals. Other identified
technologies range from Al-based decision support systems, Al-powered eye movement analysis,
autoantibody-based biomarkers, Personal sensing, Al-driven virtual companions and therapeutic
avatars, Al-powered alert systems, Al-powered apps such as conversational agents (e.g chatbots), to
automated speech analysis. By leveraging big data, Al systems uncover patterns unobservable to
human practitioners, advancing precision medicine in mental health. However, despite these
advancements, challenges persist. Majorly, data privacy and ethical concerns hinder large-scale
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adoption, with sensitive mental health information requiring robust protections. Algorithms often
lack transparency due to explainability and the black box effect, raising questions about
accountability and complicating clinician trust and adoption. Moreover, most Al models are trained
on limited datasets, affecting their generalizability across diverse populations. The ethical
implications of Al’s decision-making autonomy in critical areas such as suicide prevention also
necessitate scrutiny. To overcome these barriers, addressing the identified challenges, and
limitations and establishing regulatory frameworks are critical steps in realising the full prospect of
Al in this field. Future research should focus on improving dataset diversity, model interpretability,
and ethical governance guaranteeing that Al technologies in mental health are both effective and
equitable. Future studies should also prioritise the development of explainable Al models that allow
clinicians to understand the rationale behind diagnostic predictions. Ensuring that Al tools are
interpretable will enhance trust among healthcare providers and patients alike. Furthermore,
standardising data sets across neuroimaging and clinical studies is essential to improve the
generalizability of Al models. Multicenter collaborations that employ standardised data collection
techniques that are then deposited into a general data bank accessible to researchers globally can
provide larger, more diverse datasets, improving the robustness and clinical applicability of Al
interventions. The integration of multimodal data (e.g., combining genetic, behavioural, and
neuroimaging data) is another area where future research can focus. By leveraging multiple data
sources, Al models can offer a more holistic approach to achieve mental health diagnosis precision,
prognosis, personalised treatment, and management techniques, as seen in studies that utilised a
combination of fMRI, EEG, and genetic data for schizophrenia and PTSD prediction. Also, robust
policies ensuring data privacy and ethical Al deployment are non-negotiable. Collaborative research
involving interdisciplinary teams can enhance model robustness. Additionally, incorporating
cultural sensitivity in Al designs can improve applicability in global contexts. Interdisciplinary
collaboration between technologists, clinicians, and policymakers is vital to overcoming these
challenges and advancing Al's integration into mental health care.
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efficacy and
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Figure 5. Summary of the recommendations.

In conclusion, while this research has its limitations in the number of studies used, it has been
able to draw conclusions across board from the studies used, critically examining the reason for the
lapses between research and clinical practice. This research has contributed to the advancing body of
knowledge by systematically reviewing the current Al technologies, identifying research gaps, and
providing recommendations to improve the robustness, reliability, and ethical implementation of Al
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in mental health care. With the global burden of mental health disorders continuing to rise, Al offers
a promising solution to alleviate the pressure on healthcare systems. It is without doubt that Al is
reshaping mental health care through innovative diagnostic, predictive, and therapeutic tools.
Addressing current limitations in data diversity, transparency, and ethical, technical, and
implementation challenges is essential for sustainable integration into mainstream care. Ongoing
research and collaboration will be critical to ensuring sustainable and equitable advancements in this
field. Future research should focus on developing transparent, adaptable, and user-centric Al models.
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