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Abstract: We present a slightly more broader framework of variational calculus to accommodate differential
equations that are not variational as they stand. We discuss two approaches: The first one utilizes antiexact
differential forms as obstruction to variationality, make them vanish that gives constraints for all possible
variations. The approach we discuss describes of differential equations introducing new functions that make
equations variational and then reduce them using a functional constraints. The latter approach incorporates via a

not completely standard scheme the classical Dirac reduction approach.

Keywords: calculus of variations; variationality; homotopy operator; Dirac reduction; Lagrangian representation;

Dirac constraints; Poisson operator; symplectic structure

MSC: 49-02; 499N99

1. Introduction

Calculus of variations is currently a well-established vast discipline with methods ranging from
functional analysis [13,17,44] through geometric formulation in jet spaces in terms of variational
bicomplex [6-8,8,20-24,30,39,40,42,43,45,46].

One of the main problems in the calculus of variations is the Inverse Problem (IP). In basic
formulation: given a system of differential equations, check if they are variational, i.e., if they are
Euler-Lagrange equations. In this formulation, the solution of the problem is affirmative usually by
modification of original problem, e.g., by adding new equations that correct non-variationality of
original equations. One way is to use Hamiltonian structures, see e.g., [36] for further references. In a
more restricted problem it reads as follows: given the differential equations “as they stand” (without
any alteration), check if they are the Euler-Lagrange equations for some Lagrangian. The solution to
this classical problem dates back to the works of Helmholtz [18], where the well-known Helmholtz
conditions were formulated. A recent summary is presented in [20,29,40,47], the formulation in terms
of exterior differential systems in [9,32,33], the summary from the viewpoint of classical mechanics is
presented in [38], and the perspective from the functional-analytic viewpoint is given in the classical
book by Vainberg [44].

In general we will focus on differential expressions &[u] € [,(Q;R™), u € M, over a domain
Q) C R", understood as a system of differential equations on a mapping u. It can be composed into
functional one-form as

afu] = (Ru]E[u]|du), (1)

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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where R[u] € End(R™) is an a priori chosen operator, mixing the orders of separate equations. The
usual way one defines vertical exterior derivative d : AK(J(Q;R™)) — AM1(J(Q; R™)),k € Z,,and a
related functional form

Alu] ::/detx[u}, 2)

where, by definition, AK(J(Q; R™)) := AF(J(Q;R™))/DA1(J(Q; R™)), where D := i1 dxjA dixj
is the total differential operator. Naturally, two functional forms (2) are assumed to be equivalent
modulo a divergence term 27:1 dix]_Aﬁ (J(C; R™)).

One can define complementary vertical homotopy operator H : AKH1(J(Q; R™)) — AK(J(Q; R™)),
defined [25,26,30,44] as

1
Hw :/0 iKW e(su) ds, 3)

where w € AMFL(J(O;R™)), K = (u — ug)'9;, and ©(s,u) = ug +s(u —up),s € [0,1], is the linear
homotopy between u € J,(€; R™) and the center ug € J,,(Q; R™) of this homotopy. We assume that
of the jet-manifold J(Q; R™) is connected and star-shaped. This homotopy operator proves to be
nilpotent H2 = 0, moreover, there is a homotopy invariance formula

dH+Hd=1-s5}, 4)

where s, is an injection to a specific solution 1y € M.
Similar to [11,12,25,26] one can make use of the homotopy operator (3) to define the set of so
called "antiexact" forms
A :=Ker(H) C A«(J((;R™)), (5)

likewise exact forms £ := Ker(d). Suitably, the space of vertical forms can be decomposed into the
direct sum as A« (J((; R™)) = £ @ A. In addition, one can define projector operators [11,12,25,26],

~

dH + A(J(OR™) = € C A(J(UR™)), 6)
Hd = A(J(OR™)) = A CA(J(R™)), )
~ \2 N A 2 N
for which (dH) = dH, (Hd) = Hd on A, (J((;R™)).

Proceeding to a variational representation of a priori given set of equations £[u] C J,(Q;R™),
u € M, over a domain (2 C R”, one can redefine its lack of variationality in terms of the related
non-zero antiexact part: namely, the associated functional one-form (1) can not be represented as a
vertical differential d £ for some Lagrangian £ : J((3; R™) — R, if the related antiexact part is nontrivial,
that is Hda[u] # 0,u € M.

The paper is organized as follows: in the next section we present a hybrid varaitional problem
that is based on antiexact forms, then next section provides some another ways to treating the inverse
variational problem by means of introducing some auxiliary a priori Lagrangian one-forms reduced
on suitably constructed submanifolds via the corresponding Dirac type constraints.

2. General Approach to a Hybrid Variation Problem

In general, an arbitrary smooth differential system £ C J((}; R™) can be rewritten as a functional
1-form

af[u] = (E[ulldu), (®)

which is naturally decomposable into the direct sum components as

w[u] = dHa[u] ® Hdu[u], 9)
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within which the density
L[u] := Halu], (10)
is called a quasi-Lagrangian. The splitting (9) can be rewritten as
alu] = dL[u] @ Blul, (11)

where, by definition, f[u] := Hda[u], u € M. We can then interpret the identity (11) in the following
way: the differential system under regard can be considered as a solution for the following ‘optimization’
problem:

0 = ixafu] = ixdL @ ixBlu], (12)

for vector fields X € I'(J(();R™)). As the condition (12), in general, is not solvable for all vector fields
X € T(J(€; R™), it is natural to reduce the whole system «[u] = 0 on the functional submanifold

Mg = {u € M: B[u] = 0}. (13)
The obtained this way differential system
0~ afu] = tf£|Mﬁ =0 (14)
becomes a priori Lagrangian on the functional submanifold Mg C M, as
afu]|py = iy (15)

where the Lagrangian Ly := L|m, € A"(Mg) is well defined on M. The latter partially solves the
inverse problem of variational representation for the one-form & € A!(J(Q;R™)), suitably reduced on
the functional submanifold Mg C S(Q;R). A slight modification of this scheme, based on the hybrid
variational analysis, is worked out below.

2.1. The Reduction Scheme and a Related Hybrid Variational Problem

Let us consider a smooth differential system E[u] C J,(Q;R™), u € M, on the jet -manifold
J(;R™) and analyze its virtually assumed Lagrangian structure, that is the existence of such a
smooth mapping £ : J((;R™) — R, that this differential system £ [u] is equivalent to the gradient
gradL[u] C T; (M), which can be written down in the simplest case as

gradLlu] = Alu]€&ul, (16)

where one assumes that £[u] € T, (M) and Au] € End(T;;(M)), u € M, is some nondegenerate
operator endomorphism of the cotangent space T*(M). In the general case it is also well known that
the problem under regard is not practically resolvable, if the differential system £[u] = F (gradL[u])
for some nonlinear and nondegenerate mapping F : T,;(M) — T,/(M). Yet, if we are interested
in representing a given differential system £ C J({; R™) within some kind of a hybrid variational
formalism, one can try to express the relationship (16) in the differential geometric language on the
jet-manifold J((; R™) as a differential form

alu] := (A[u)Eu]|du) = dL[u] ® Hd (Alu]&[u]|du), (17)

where L[u] := H(A[u]E[u]|du) € A%(J,(Q;R™)), amapping H : AL(J,(Q;R™)) — AY(J,(Q;R™)) at
u € M denotes the usual [1,11,12,25,26,44] Poincare homotopy operator and (-|-) is the natural bi-linear
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form on T*(M) xT(M). The representation (17) makes it possible to write down the following hybrid
variational problem

u =arg inf (/Q d”xﬁ[u]) (18)

MEMﬁ

on a functional submanifold Mg C M, defined via the functional relationship
Mg :={u € M: B[u] := Hd (A[u]&[u]|du) = 0}. (19)
The latter easily gives rise to the gradient relationship
(gradLg[u]| |X) =0 (20)

for the Lagrangian Lg[u] := L[u]|m, and all X € T(Mp), completely equivalent to that of (17), reduced
on the submanifold Mg C M. Thus, one can formulate the following proposition.

Proposition 1. Any smooth differential system E[u] C T*(M), u € M, on the jet -manifold J(C); R™) admits
the hybrid variational representation

u = arg inf (/Q d'x E[u]) (21)

MEM'g

on the functional submanifold Mg C M, defined by the relationship (19).
As a simple example one can consider the Burgers type dissipative evolution equation
Eu) ~ up — uyy + vuuy =0, (22)

on the jet-manifold ](]R2 ;R) for a function u € M,,, where a parametric function v € M, satisfies the
adjoint evolution equation
Ut + Uxx +uvvy =0 (23)

on the related jet-manifold ] (R?; R). Having taken the nondegenerate operator endomorphism A[u, v] =

1 0
Mg = M is defiend by the differential form Blu] := H d(A[u)€[u]|du) = 0, vanishing identi-
cally. The latter makes it possible to state that the corresponding hybrid variational interpretation (21)
becomes a true variational problem for the combined Burgers type system (22) and (23).

< 0 -1 ) € End(T*(M)), where M := M, x M,, we can easily check that the submanifold

2.2. An optimal control problem aspect and the related Dirac type reduction scheme

As a typical example, let us consider a dynamical system
o = K[o] 24)

on a toric functional manifold M, C C(T?;R™), which a priori is not of variational type, make its
smooth functional parametrical extension

vr = K[v,ul,  K[o,u]|g}y,5=0 = K[?] (25)

with respect to a toric functional variable u € M,, C C(T?;R") for some smooth differential functional
relationship B[u, v] = 0 on the product M, x M,, and pose the following Bellman-Pontriagin type
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optimal control problem [3,31] subject to some smooth Lagrangian density £ : ], (T?;R?) ona
temporal interval [0, T] C Ry :

T

v = arginf dt/ L[v,u)d?x, (26)
veEMy, 0 T?

for a fixed u € M;, under the condition that the evolution flow (25) possesses a smooth conserved

quantity y = f’Jl‘P v[v,uldPx € D(M, x My), that is dy/dt = 0 on the combined manifold M, x M,

forall t € [0, T]. The latter, in particular, means that we need to determine such an additional evolution

flow
uy = Flv,u] (27)

on the extended control manifold M,,, which will ensure the existence of the mentioned above smooth
conserved quantity v € D(M, x M, ). The problem above is solved [31] by means of construction of
the extended Lagrangian functional

T 27
Loyl = = [ at [ (Clo,ul+ Wl(o = Kloul, 00— Floul)T) + (28)
+(p(x, t)|ogrady[u,v]/ot) + (grady[u,v]|(K[v, u], Flo,u])T))d x,
supplemented with Lagrangian multipliers u € C{(T? x [0,¢];R?) and ¢ € C}([0, T]; T*(My x M,,))
almost everywhere with respect to the temporal parameter t € [0, T], and next determining its critical

points:
ffiL[o; u, ] = 0 ~ gradL]v, u] — Pi—

—(K[o,u, Flo,u]) ™"y + (29)

+ ogrady/dt + (K[v,u], F[o,u])T" grady = 0

for all (v, u) € M, x M, jointly with the condition dvy/dt = 0 for t € [0, T]. The obtained functional
relationship (29) under the condition 31(0) = 0 = u(T) reduces to the following generalized Noether-
Lax condition

1%

(K[v, u], Flo,u])T" ¢ = gradL[v, u] (30)
on the Lagrangian multiplier ¢ € C}([0, T]; T*(My x M,)), as the following Noether-Lax equality

agrady/ot + (K[v,u], F[v,u])T" grady = 0 (31)
holds a priori for any smooth conservation law v € D(M, x M,) of the joint dynamical system
vy = K[, u], uy = Flo, u] (32)

on the combined manifold M, x M,,.

A solution ¢ € T*(M, x M,) to the condition (30) allows the unique representation as the direct
sum ¢ = § @ ¢ of its skew symmetric € T*(M, x M,,) and strictly symmetric ¢ € T*(M, x M)
components, satisfying, respectively, the following differential-functional equations:

1x -

P + (K[o, u], Flo,u])T" ¢ = grad Lo, u], (33)
where, by definition, ¢’ # ¢"* on M, x M,, and

1%

¢t + (K[v,u], Flo,u])™" ¢ =0, (34)
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where, by definition, ¢’ = ¢"* on M, x M,, for all u € M,,. Under the a priori assumed condition that
the evolution flow (32) is a Hamiltonian system on the functional manifold M, with respect to the
related symplectic structure mapping Q : T(M, x M,) = T*(M, x M,), the differential-functional
equation (33) is always [1,2,4] solvable, giving rise to the known differential-geometric relationship

Q= l/]l _ lp/,*/ (35)
subject to which the following compatible vector field representation
(K,F)T = —Q7'grad [(§|(K,F)T) — £] (36)

holds on M, x M,. Simultaneously, the differential-functional equation (34) is also always [1,2,4]
solvable under the condition that ¢ = grad v € T*(M, x M,) for some conserved quantity ¢ €
D(M, x M,) of the evolution flow (25) regardless of whether the evolution flow (25) on M, is Hamil-
tonian or not. The latter means, evidently, that it is also of variational type, which can be suitably
reduced via the Dirac scheme on the functional submanifold

Mp = {(v,u) € My x My, : Blu,v] =0, B,,Flv,u] + B, K[v,u] =0}, (37)

concerving its variational type on Mr C M, x M, following from the stated above Hamiltonian
representation (36).

2.3. Example: Burgers Equation

Concerning the diffusion type Burgers equation example, considered before,
U = Uxy + 200, := K[] (38)

on the functional manifold M, C C(R;R), treated within the optimal control problem scheme above,
there is suggested the following way of embedding the flow (38) into the Dirac type constrained
variariational picture:

1. we parametrically extend the flow (38) by means of the simple relationship [u,v] = uv —v =0
as
0 = Uxx + 2(uv)vy 1= Klo,u], K[v,ul|gpyu—0 = K[v], (39)

and pose the optimal control problem for the flow (39): to detect such an evolution flow

?

uy = Flo,ul, (40)
on the functional parameter u € M,, C C(R;R), under which the joint dynamical system

Ut = Uxx + 2000y,
t ?xx x (41)
uy = Flo,u],

becomes Hamiltonian on the combined functional manifold M, x M,;

2. having solved the optimal problem above, we apply to the obtained Hamiltonian system (41) the
Dirac type reduction on the functional submanifold Mr := {(v,u) € My x M, : uK+vF — K =
0}, turning back the joint dynamical system (41) to its previous form (38), yet already upon the
functional submanifold My C M, x My;

3. as a result, owing to the fact that the reduced on the submanifold Mr C M, x M,,, dynamical
system (38) persists to be Hamiltonian too, it will represent a true Burgers dynamical system as
the one a priori representable in the variational Lagrangian form on this submanifold.
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Subject to this Burgers dynamical system (38) the analytic scheme above gives rise to the following
evolution flow
Uf = —Uxx + 20uyu = Flv, u] 42)

on the parametric functional manifold M,,, which jointly with the flow (38) represents the following
Hamiltonian system:
= 2
01 = D 200, } = —Q 'grad H[v,u], 43)

U = —Uyyx + 200Uy

where O : T(M, x My) — T*(M, x M) is the corresponding canonical symplectic structure mapping

on M, X My:
0 1
Q:
( o 0) m

and H € D(M, x M,) is the related to it conserved Hamiltonian function:
27
H= / dx[uyvy + (VFuuy — u?vvy) /2]. (45)
0

Having now applied the classical Dirac type reduction scheme to the Hamiltonian system (43) upon the
submanifold Mr := {(v,u) € My x M, : uK + vF = K}, one obtains a true Burgers dynamical system
(38) as a Hamiltonian system on this submanifold Mr C My, a priori possessing, respectively, the
related variational Lagrangian representation. To demonstrate this property, we will make use of the
fact that the obtained Hamiltonian system possesses [4,5,34,35] a countable hierarchy of functionally
independent conserved quantities Vi € D(M, x My),j € Z, amongst them the Hamiltonian (45),
whose functional gradients are calculated analytically via the recursion scheme:

gradvy;[u,v] = NgradH|u,v], (46)

where the gradient recursion operator A : T*(M, x My) — T*(M, x M,) is given by the following
integro-differential operator expression:

(47)

A —0—ud Yoy +oud v u?—udluy —ouotu
- 2 —0v9 loy, —9v9 v 9 —vd tuy +9vdlu

Having calculated the conserved gradient expression grady; [u, v] = AgradH[u,v] € T* (M, x M) :

—Uzy + 2(uuy)y + (Qud ™ v — ud oy ) (tyy — 2uuv)+
F1P0yy + 2uB00y — U0 N1ty (D + 2005u) —
—0udlouvy, — 20ud ™ (u?voy)

grady v, u] = 5 (48)

VP Uyy — 2003 — 00 Y0ty + 200 Lo 0u1, —
—009 Yuyy 4+ 2000 02Uy + V3 +
+2(uvvy )y — 0 Y, v, — 200 i uvn, +
4000 uvyy + 2000 1u2vo,

and taken into account that it is invariant with respect to the vector field (43) and ensuing from the
linear Noether-Lax relationship

%gmd'yl [v,u] + K" [v, u]grady,[v,u] =0, (49)

one can proceed to the invariant reduction of the Burgers evolution flow (38) upon the functional
submanifold Mr C My x M,. Preliminarily, we need to take the invariant Lagrangian function
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density £1 := 71 + cH + ¢ouv and reduce our Hamiltonian flow (43) on the 6-dimensional invariant
submanifold

My == {(u,v) € My x My, : gradL[u,v] = 0} ~ J2(R/{27Z};R?),

asa flow on J2(R/{27Z}; R?) C M, x My, taking into account [4,14-16] the classical Gelfand-Dickey
relationship:
AL [u,v] = (grad Ly [o,u]|(do,du)T) + daM o, u] /dx, (50)

determining on the submanifold M; the nondegenerate symplectic structure w? = daM[v,u] €
A?(M;). From (50) one easily ensues that the Hamiltonian flow (43) on the submanifold M3, being
Hamiltonian with respect to the constructed above symplectic structure w® € A2(M; ), can be reduced
via the Dirac scheme upon the submanifold

Ml,F = {(v,u) € My : uK+oF = K}, (61)

thus reducing it to the initial Burgers flow (42), equivalently representing it as a Lagrangian variational
problem on the jet-submanifold My r C My ~ J?(R/{27Z};R?).

3. Schwinger’s Variational Principle as a Constrained Problem

In this section we study Schiwnger’s “third way’ of formulating variational problem [10,28,41]. In
this approach we make independent variations of field, its tangent and cotangent components. At first
it seems that one requires space T(M) x T*(M) for this variation, however, one use only T(M) and a
constraint.

Consider a functional manifold M and a Lagrangian

L:Rx(MxT(M))—R, (52)

representable as smooth mapping L[t, ¢, $] in local coordinates (t,¢,¢) € Rx(M x T(M)). Its
Schwinger extension is defined as a mapping £ — Lg, where Lg: Rx(M x T(M)) x T*(M) — Ris
some analytical expression, whose simplest form looks as

Ls(t, ¢, ¢;p)) = (pl(¢ —0)) + LIg, ). (53)

where variables ¢ € M, v € T(M)) and p € T*(M) are assumed to be independent. Then the
following proposition holds.

Proposition 2. The least action variation of the Schwinger’s Lagrangian functional extension (53) is equivalent
to that of the Lagrangian functional (52).

Proof. In L replace ¢ by an arbitrary element v € I'(TM), and introduce a vector of Lagrange
multipliers 7t = {7t} for the constraint ¢ = v € T(M). This gives (53).
From the variation with respect to ¢, v and the multipliers p independently we obtain

dp—%=0p=5%¢=0 (54)
This gives Euler-Lagrange equations for the density £ and the definition of momentum r. [

One can see that p € T*(M), by construction, is the canonical momentum playing the role of
a Lagrange multiplier subject to the tangent element v € T(M). Since the Hamiltonian function is
defined as H[¢, p| = (p|¢) — L], v])|,—s[p,0]/50 modulo the determining relationship

OLs[t, ,v;p]/6v =0~ p=0L[t ¢, 0]/,
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one gets right away the classical Hamiltonian equations
dx/dt = SH[t, ¢, p|/6p, dp/dt = —6H][t,$,p]/5¢.
Turn back now to our problem of Lagrangian representation of a given evolution equation
K[v,v] =0 (55)

ona jet-manifold J(IR; M), whose Lagrangian form is either not known or not existing on the whole.
To suggest a partial solution to this problem, one can consider a close enough to (55) Lagrangian
evolution equation

Klv,v:] =0

on a jet-manifold J(R; M), whose invariant reduction on the functional submanifold
Mg:={veM : B[] =0, (B'[v]|vs) = 0}, (56)

defined by the evolution invariant constraints [v] = 0 € A, (B'[v]|w) = 0, will coincide with the given
evolution equation (55). This means that there exists some smooth extended Schwinger type functional

T
Laglowipl = [ at [ [(ploc =)+ Llo,wld"x + (AIBR) + (] (B [o]|w)), (57)
on the whole manifold M, for which the least action condition
5(La o, w3 p] + (AIB[o]) + (ul (B [e]lw))) = 0 (58)

with respect to variables (v, p;w) € M x T*(M) x T(M) and the corresponding Lagrangian multipli-
ers (A, u) € A* x T*(A) reduces on the submanifold Mg C M to the given evolution equation (55).
This means that on the submanifold Mg C M

p = grad Lo, w] + B'[v]*u,

1% * (59)
p +grad, L[v,w] + B [v]Ao, p] + (B [0]| (1, w)) = O.
The latter makes it possible to deduce from (59) the multiplier
ulo,w;p) = B'lo]" " (p — grad, L[o,w]) € T*(A) (60)

and, suitably, the next multiplier A € A*. Thus, one can formulate the following proposition.

Proposition 3. A given evolution equation (55), reduced on the invariant functional submanifold (56), allows
Lagrangian representation (58), specified by means of the functional parameter (60).

4. Conclusions

We proposed some ways of formulation of the variational problem for problems that are not
variational. One uses antiexact forms to construct a constraints for space of all possible variations. The
other approach extends the number of variables and equations to make the new system variational
and then reduce the extended jet space to submanifold that vanish these additional variables. Still, the
algorithmic way of such extension is to be found.
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Appendix A Dirac Constraints

To unify all notions related to Dirac’s theory of constraints, we give a short summary. We will
base on a few resources [1,19,27,37].

We consider a finite-dimensional symplectic manifold (P, w(?)) dim(P) = 21 < co, with respect
to the symplectic form w(® € A?(P), endowed with a set of smooth functional constraints {¢; : P —
R:¢; =0:i=1,p,p < n}. These constraints naturally determine the smooth submanifold N C P
under condition of independence of these constraints, i.e., dpy A ... Adpy|n # 0.

Any vector field X € T(P), defined by a smooth mapping f : P — R via the relationship
ixw® = —df and called Hamiltonian, can be projected to the vector X € T(N) on the invariant
submanifold N C P, defined by the projected Hamiltonian H by igw(?) = —dH. In particular, this
mapping projects any trajectory ¢ € T(P) onto ¢ € T(N), as presented in Fig. Al.

Figure A1. The projection X of X from the symplectic space P onto a submanifold N. Then the trajectory
c is also projected onto the trajectory ¢ in N.

The first step is to find the projection X|y := X € T(N) on the submanifold N C M, defined by
the conditions (d¢;|X)|y = 0,7 = 1, p. Thus, one can write down the decomposition

X= Y AV +X, (A1)
j=Lp

where A; € R,j =1, p, are so called Lagrange multipliers and Vs¢; € T(P),j = 1, p, are the related
symplectic skew-gradient vector fields, connected with the symplectic structure w® € A2(P) via the
relationship ivs¢jw(2) = —d¢; forj =1, p. Choosing now X := Vf € T(P) as generated by a smooth
function f : P — R, and taking into account the definition of its Poisson bracket {f, h} := dh(V,f)
with an arbitrary smooth function /# : P — R, we easily obtain that

oot == L oo} (A2)

j=Lp

for every k = 1, p. If the matrix ® := { {¢;, ¢;} : i,j = 1,n} is nondegenerate on the submanifold
N C P, it allows to determine the vector A € R? of the Lagrange multipliers as

A=—0{f ¢}, (A3)
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where ¢ := (¢1,¢2,...,¢p) : P € RP is the related vector of the so called second order constraints
functions. Having substituted the result (A3) into the decomposition (A1) and taken its convolution
with any differential dh € A'(N), one derives finally the classical Dirac bracket expression

{f.h}p ={f,h} — {f. 93 {o, h}n (A4)

on the submanifold N C P for arbitrary smooth functions f,h : P — R, reduced on the submanifold
N CP.

If we are interested in studying the evolution of a specially chosen vector field V H € T(P),
reduced on the invariant submanifold N C P, the condition {H, ¢}|n = 0 should be a priori satsified.
If it is not a case, thatis {H, ¢;, } = ¢|n # 0,k = 1,7, yetalready {H, {}|x = 0 and det ®,|y, # 0,
where @, := {(¢, ¢), (¢, )}, there should be considered the Hamiltonian flow V H € T(P) subject
to the Poisson bracket (A4)

of /ot ={H,f} — 3 {H,¢;}® {¢;, f}. (A5)

i,j=1n

reduced already on the submanifold N, := {(¢,¢) = 0} C N. If additional constraints ¢ : P — Rk
satisfy the conditions ¥ = (¢, ¢)C for some constant matrix C € Hom(EF*";E"), they are called
the first class constraints and should not be taken into account for constructing the reduced Dirac
bracket (A4). The first class constraints are responsible for so called gauge transformations. Adding
the secondary constraints and reiterating the algorithm, the latter stops at some point. These and other
related questions are discussed in detail in physics-oriented books [19,37].
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