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Abstract: All characterizations of Shannon’s entropy include the so-called chain rule, a formula
on a hierarchically structured probability distribution, which is based on at least two elementary
distributions. We show that the chain rule can be split into two natural components, the well-known
additivity of the entropy in case of cross-products and a variant of the chain rule that involves only a
single elementary distribution. The latter is given as a proportionality relation and hence allows a
vague interpretation as self-similarity, hence intrinsic property of the Shannon entropy. A similar
characterization is given also for the Rényi entropy and the min-entropy.

Keywords: chain rule; characterization; min-entropy; Rényi entropy; Shannon entropy

0. Introduction

The Shannon entropy H has been fully characterized by different sets of conditions [1-4]. The
conditions themselves have been investigated deeply by [5,6], for instance. All characterizations use
variants of the so-called chain rule, which can be summarized as follows. Let p = {p1,...,ps} and
g ={q1,...,q9m} be discrete probability distributions, and

Prg = {P1 -/ Pk—1,Pk1, - Pk@ms Py 1, - - P} 1)

The chain rule states that

H(pkq) = H(p) + prH(q). )

The construction in Equation (1) can be iterated, i.e., p is extended at several positions k; with different
distributions q(i). In case of two positions, this is

PrraWikng® = Py )iy g7
where k1 < kp. The most elementary version of the chain rule is due to [2], where g in Equation (1) is
restricted to a Bernoulli distribution. [7] rely on the full version of Equation (1), where g is arbitrary.

Since the full version allows an immediate interpretation in various areas of application, they consider
Equation (1) as preferable from a didactical point of view. Often, the completely iterated version,

n

H(Py g0, qw) = H(p) + Y peH V), (3)
=1

is taken [4], since this version allows the practical interpretation that first an alphabet « is chosen with
probability p; and subsequently a letter within ay, is chosen according to g%,

[8] give the first algebraic approach, namely in terms of information loss. The latter is defined
as F,; = H(p) — H(q), where the probability distribution g is a function of p, hence F, ; quantifies
the change in entropy of the transformation. The information loss F,; is uniquely characterized by
a number of properties, including F, ; being a convex linear map, i.e., H(Ap U (1 — A)q) = AH(p) +
(1 — A)H(q), which can be considered as a restatement of Faddeev’s chain rule.

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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Common to all versions of the chain rule is that they describe situations where canonically at
least two different distributions, p and g, are involved. [Definition 3.1.1] [6] introduce an alternative
notation of Faddeev’s condition, which formally considers only one distribution but nevertheless relies
on computing the Shannon entropy of two distributions, namely p and a Bernoulli distribution, to
state the chain rule.

The Rényi entropy generalizes the Shannon entropy and can be fully characterized via
quasi-arithmetic means [Section 5] [5]. Another approach to characterize the Rényi entropy relies on
a transform. The order-a information energy S with Onicescu’s information energy as a special case
[9] is, up to a multiplicative constant, the sum of the a-powers of the probabilities. [10] gives a full
characterization by means of a chain rule that is similar to Faddeev’s variant,

S(prq) = S(p) — pi(const — S(q)), (4)

where g is a Bernoulli distribution and the constant depends on a only. [10] also generalizes this
equation by introducing weighted sums. [Theorem 4.5.1] [4] characterizes the information energy by a
formula that is analogous to the fully iterated version of the chain rule (3).

[11] deals with a rather general approach to the entropy, which is based on the additivity
assumption of the entropy for independent systems. Under certain conditions, called scale invariance
there, the entropy is unique. This result, however, is not applicable here, since it is closely related to
scalar real numbers and not to probability distributions. Yet, the characterizations given here are in
this spirit. To be specific, let 4 = p in Equation (1). Then, we get

Pp = APL - Pkt PkPL - - - PkPns Phids - -+ P} (5)

and hence a proportionality relation for the Shannon entropy by Equation (2),

H(pyp) = 1+ pr)H(p). (6)

Theorem 1 in Section 1 states that the chain rule in Khinchin’s (1953) characterization [1,2] can be split
into two canonical components, the additivity property and the proportionality between H(py ) and
H(p). The characterization of the Rényi entropy is in analogy to the characterization of the Shannon
entropy, except that the functional Equation (4), i.e.,

S(prp) = (L+p)S(p) — 1k,

reflects the proportionality relation. A related characterization also exists for the min-entropy,
cf. Theorem 3. All technical parts are postponed to Section 2. Section 3 finalizes with some comments
on our approach.

1. Results

We denote by {.} an ordered set und let

a{p1,p2 ...} = AHapiapy, ...}, a>0,
{rivp2--3Y{qu92,-..} = {pvr2---.q01.92,-- .} (7)

As we will address only the very first elements of an ordered set, the intuitive, but sloppy notation on
the right hand side of Equation (7) is sufficient.

Let denote by P the set of all discrete probability distributions and by P, C P the set of
distributions with at most n atomic events that have a probability greater than zero. We denote
such a probability distribution by {p1,...,pn} € P,. The uniform distribution is denoted by
U, ={1/n,...,1/n}.
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Reordering the elements in Equation (5) will turn out to be very useful in the proofs. We define
forpe P

pp = Apiti#k},
op prp Y py- (8)

For instance,

93{p1, P2, s} = {psp1,p3p2, p3ps p1 P2}

We use the convention 0log 0 = 0.

Theorem 1. Let H : P — [0, 0] be a function. Then the following two assertions are equivalent:

1. H is the Shannon entropy,
H(p) = - ) pilogpi
pi€p

up to a positive multiplicative constant.
2. H has the following properties:

(a) H is a continuous ﬁmction in the topology of convergence in distribution;

(b) H(gpl,...,pn%) = (gpn(l) . ))) for any permutation 7 and {pl,...,pn} €P,neN;
( < pny) =HHO,p1,.. ,p,ﬁ)forall{pl, .o Pn} €EPy,mneN;

(d) H(p) < H(Uy) < coforallp € Py,n € N;
E p) € (0,00) if p is a non-degenerate geometric distribution;

(f) H(p xq) =H(p)+ H(q) forall p,q € P;
(g) some function f : [0,1] — [0, c0) exists such that for all p € P we have

H(91p) = (1 + f(p1))H(p). ©)

Conds. 2a-2g can be regarded as interpretable, hence intrinsic properties, cf. [Section 1.2] [5]. For
this reason we prefer Cond. 2d over a monotonicity assumption on H. Note that Conds. 2a-2d are
precisely Khinchin’s (1953) conditions as given in [2] except for replacing the chain rule by Conds. 2e-2g.

Remark 1. Note that f is not unique since it is undetermined at 1. A convenient choice is to take f(1) =
lim, 1 f(a).

Remark 2. Our approach has a simple, but nice implication. Let p,q € Py, n € N. Then,

KL(91p,019) = (14 p1)KL(p,q),

where KL denotes the Kullback-Leibler divergence.

In contrast to our characterization of the Shannon entropy, our analogous characterization of the
Rényi entropy needs stronger assumptions on the unknown function f.

Definition 1 (Def 2.3.2 in [12]). A function f : U — R, U C R, is called real analytic if for eachy € U a

neighborhood Uy, of y exists, such that for all x € Uy, there is an absolutely and uniformly convergent series

representation of the form f(x) = Yy ap(x — y)k.

In the following, we call a function f : [0,1] — [0, c0) smooth if [T;2 (1 + f (ozk)) < oo for all
€ (0,1) and if it can be extended to a real analytic function on a domain including (0, 1].

Theorem 2. Let H : P — [0, 00| be a function. Then, the following two assertions are equivalent:
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1. H is the Rényi entropy,
1

1—a

log ) rf,
pi€p

H(p) =

for some a € (0,00) \ {1}, up to a positive multiplicative constant.
2. H satisfies Conds. 2a-2f of Theorem 1. A value v € R\ {0} and a smooth function f : [0,1] — [0, o)
exist such that, for S = "™, we have

S(d1p) = (1+ f(p1))S(p) — f(p1) Vp € P. (10)

Since Theorem 2 gives a characterization only up to a multiplicative constant, the missing constant
is typically determined by the requirement that the Shannon entropy is canonically obtained as &« — 1.
The limit of the Rényi entropy as & — co is called the min-entropy and will be considered next. Two
major differences to the two previous theorems exist: First, the function f appears on the left hand side
of the proportionality relation. Second, two characterizing equations are necessary. Unfortunately, the
nice interpretability of Equation (9) reduces in Equation (10) and even further in Equations (11) and
(12).

Theorem 3. Let H : P — [0, 00| be a function. Then, the following two assertions are equivalent:

1. H is the min-entropy,
H(p) = —logmax p;.
(p) 0g o 21)9( Pi

2. H satisfies Conds. 2a-2c, 2¢ and 2f of Theorem 1. Furthermore, H(p) < oo for p € Py, n € N. A smooth,
monotone function f : [0,1] — [0, c0) exists, such that for S = e H and all p € P\ {{1}}, we have

f(p1)vS(p) = S(p), (11)
(ip)y\ Pi
(1+f(p1))5<1p%> = s, (12

2. Proofs

2.1. Auxiliary Results

For the reader’s convenience, we first repeat several known functional equations and properties.
Lemma 1. Let H be the Shannon entropy or the Rényi entropy. Then, H(U,) is maximal on P,.
See, for instance, Lemma 2.2.4 and Remark 4.4.4 in [4] for a proof.

Lemma 2. Let H : P — [0, 00] be a function fullfilling Conds. 2d and 2f of Theorem 1. Then, H(U,) = clogn
foralln € N and some ¢ > 0.

Proof. The inclusion P, C P,y and Cond. 2d immediately imply monotonicity, i.e.
H(Un) < H(Un+1) Vn € N.

By Cond. 2f and Implication 1 of Theorem V in [13] follows the claim.
O
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Lemma 3 (Identity theorem, Corollary 1.2.7 in [14]). If f and g are real analytic functions on an open
interval U C R and if there is a sequence of distinct points xq, x2, . .. in U with Xe = limy_e0 X, € U such
that f(x,) = g(x,) foralln € N, then

f(x) =g(x) forallx e U.

The proof for the Shannon entropy needs the uniqueness of the solution of the functional
Equation (13) below. We state two lemmas for the same purpose. The first needs the strong additional
assumption that the solution is real analytic. The lemma itself remains unused, but the ideas behind
the proof are used several times. The second lemma states the version used in Theorem 1; see Theorem
6.4.8 in [6] for a condition similar to Equation (16).

Lemma 4. Let f be a real-valued function on a domain that includes [0,1). The following two assertions are
equivalent:

1. f(ag) = ag for some ag € (0,1), f is real analytic and

e}

1—f@)[Ja+f*) = 1 Vae(01); (13)

k=0

2. f is the identity.

Proof. By Equation 0.266 in [15], the identity satisfies Equation (13). Assume now that Equation (13)
holds. Then,

f(a®) = f*(a),

since

1= (- f@) 1 fa) [T+ Fa?))

k=1
= (1= f(@)(A+ f(a))/(1 - f(a®)). (14)
It follows that
F(@®) = (f(a))* Vae(0,1),keZ (15)
Since a2 — 0 as k — co, Lemma 3 yields that f is uniquely determined by the knowledge of a single

value f(ag) withag € (0,1). O

Lemma 5. Let f be a real-valued function on (0,1). The following two assertions are equivalent:

1. Equation (13) holds, f is continuous and for all a € (0,1) we have

fla)+f1-a) = 1 (16)

2. f is the identity.

(1 —fzk(a))zr foralla € (0,1) and k,r € Z. Let T(A) = {(1 — azk)zr ca€ Ar,keZ}forAcC (0,1

Proof. Equation (16) yields f(1/2) = 1/2. Equations (15) and (16) imply that f((1 — a?)?) =
Dy = T({1/2}), Dy41 :== Dy UT(Dy) and D = |J,, Dy. It suffices to show that D is dense in (0, 1).
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Assume that it is not i.e., an intervall (2,b) C (0,1) exists with (a,b) N D = @. Since 1/2 € D, we may
assume without loss of generality, that (a,b) C (1/2,1). Then,

(>, > )ND=(1-b*1-a®>)ND = Q.

Consider the map f on the open intervalls of (0,1),

(a?,b?), ifa>1/2,0>>1/2
f((a,b)) — < (1—-b%1—0a?), ifa>1/2,b*<1/2,
(a,b) a<1/2

Let f(") be the n-times iterative application of f, i.e.,

f=fo..of

and (c,d) = f""=Y((a,b)). Per assumption f maps (a,b) C (1/2,1) to either (a2, b?) or (1 — b2, 1 — a2).
Per construction, if (") ((a,b)) = (1 —c2,1—d?), then f"*V((a,b)) # (1 — ¢, 1 — d?). If eventually
F((a,b)) = fF")((a,b)) = (c? d?), then it always holds 1/2 € (c?,d?). Let |(a, b)| be the length of
an interval (a,b),i.e., b —a.Ifa > 1/2, then

f(a,b)|=0*—a*= (b+a)(b—a) >b—a.

Hence, f("*1)((a,b)) finally contains 1/2 or its length is strictly monotoneously increasing. If the
latter were true, the limit would exist as |f| < 1/2. In the limit we would have b?> —a? = b —a, a
contradictiontob >a >1/2. O

2.2. Properties of the Operator 9

We will use the operator 9y, defined in Equation (8), iteratively. For instance,

20p = (pap)(prpUpp) U(pkpUp)s, 1<k<nn>2,
0203{p1, P2, p3} = 2{p3p1, P3p2, P3P3, P1, P2}

= {P3P2P3P1, p3p2p3p2, P3p2pP3ps3, P3ap2pP1, P3pP2pP2,
p3p1, p3ps, p1, Pz}

= {p1p2p3, P3P3, P2P3, P1P2P3, P3P3, P1P3, P53, P1, P2}

Note that the terms in general do not commute, e.g., (pxp U pt); # (p; U prp)p and 0;0kp # 0x0;p.
The proofs of the theorems in Section 1 rely on the properties of various probability distributions. We
denote by b, the Bernoulli distribution, i.e.,

b, = {a,1—a}, ae(0,1),
and by g, the geometric distribution, i.e.,
e={1—a,(1—a)a, (1-a)d?..}, ae(0,1).

Forn € N, let

1—a _
g?’l,ll = m{l,ﬂ,az,...,an 1}/ ae [0/1)’
Gna = {a"1—a,(1—a)a,...,(1-a)a" '}, ac01], (17)
Uy = {1—k/n, 1/n 1/n} 0<k<n. (18)

k tlmes
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The geometric distribution plays a dominant role in all of the subsequent proofs. Its important role
has been known in information theory: it maximizes the Shannon entropy among discrete probability
distributions given the mean [Theorem 5.8] [16] and minimizes the min-entropy under fixed variance,
among all discrete log-concave random variables in Z [Theorem 1] [17]. Let denote by = equality up
to inserting zeros and reordering.

Lemma 6. Let p € P and 07 p := limy, o 9] p. Then,

o, Pi
1P = gpl X 1— Pl/ P1 < 1/ (19)
{1} = {1} x{1}. (20)
In particular, fora € (0,1), n € Nand 0 < k < n, we have
Tbs = g, (21)
T8 = 81-4X8a (22)
aioGn,u = Q" X&na=8 = Goo,u/ (23)
9°Gna = 81-a X Gn-14, (24)
N Uy = g1km XUy (25)
KB Uy = gimXUp1n1, 0<k<n, (26)
030b; = Q4 X b,. (27)
Furthermore, for a € (0,1) and n € N,
alcn,a = G2n,ar (28)
(Gn,u)j = an—l,ﬂ/ (29)
(1—a")gna = (Gna)is
unfl,n = U,

Proof. We have

={rtu U rirn
ke{2n-1,...0}

since this is true for n = 1 and

n—1
01(9] 'p) =04 ({Pz U PlPl)
ke{2n— 1 -1,...,0
1

n—1 n—1
= p ({p v U U
ke{27-

P

ke{2n-1-1,...,0}

= {p'}u U iy U rim

ke{2n—1,..2n1} ke{2n-1-1,...,0}

by induction. Hence,

Y= U rins
ke{..,1,0}


https://doi.org/10.20944/preprints202411.1373.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 19 November 2024 d0i:10.20944/preprints202411.1373.v1

8 of 15

Now, pkp; = (1 —p1)pk) - 12 im for p; < 1, implying Equation (19). Further, we have

b, = (1—a)b,U{a},
so that Equation (27) holds by Equation (19). The other equalities are immediate. [J

2.3. Proof of Theorem 1
Assume that H is the Shannon entropy. Then,
H(g:)=—) (1— a)aFlog((1 — a)a*) = —(aloga+ (1 —a)log(1—a))/(1—a) € (0,c0)
k=0

fora € (0,1). All the other assertions in the second condition hold obviously, when choosing f to be
the identity. Now, assume that the second condition holds. By Cond. 2a, Cond. 2b holds for all p € P.
Cond. 2f and Equation (20) yield H({1}) = 0. It is easy to check that

n—1

H@p) = HE) T (1+£61)).
Thus,
H(o7’p) = H(lim o7p) = lim H(d{p) = H(p)F(p1) (30)
with
F(a) = kﬁ) (1 +f(a2k)) . ae(01)

The function F is finite on (0,1) due to Cond. 2e, Cond. 2f, and Equations (22) and (30), i.e.,

H(ga)F(1 —a) = H(g1-4) + H(ga)-

It follows

Fl—a)—1= Héf;a;), ac(0,1).

Replacing a by 1 — a in the equation above yields

(FQl—a)—1)(F(a)—1) =1, ae(0,1). (31)
Now,
H(b,)F(a) = H(ga), (32)
by Equations (21) and (30). Equations (27), (9) and (30) yield
H(bo)(1+ F(1 - ))F(a) = H(ga) + H(b). 33)
Since H(b,) > 0 by Equation (32) and Cond. 2e, we immediately get that
f(1—a)F(a) =1, ae(0,1). (34)
Equation (31) now writes f(a) + f(1 —a) = 1. Plugging in p = b, into Equation (9) shows that f

is continuous on (0,1). Equation (34) and Lemma 5 yield that f(a) = a and F(a) = 1/(1 — a) for
a € (0,1). Equation (9) implies that f(0) = 0 so that f is the identity on [0,1). Lemma 2 implies that
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H(U,) = clogn for some ¢ > 0. Henceforth, we may assume that ¢ = 1. Cond. 2f and Equations (19)
and (30) deliver

HPF() = Higp) +H ($2-), <. 5)
This implies
logn-F(1/n) = H(U,)F(1/n) = H(g1/4) + H(Uy—1) = H(g1/4) +1log(n —1), n>2,

so that, by Equation (32),

log(n —1) 1 1 1 1
H(by,) =logn F/m) log <1 >log (1 ), n>2

Due to the recursion Formula (35) and Equation (32), it suffices to show that the above formula extends
to H(b,) = —aloga — (1 —a)log(1 —a),a € (0,1), to finish the proof. By Equations (26) and (30), we
get

H(Uy,)F(1/n) = H(g1/n) + H(Ug-1,1-1),

so that - ( ) -
— H(81/(n—i) 15 .
H(U, zzﬁ:fg n—i)H(by,_i

i=0 i=0

by iteration and by Equation (32), respectively. On the other hand, by Equations (25) and (30),

H(Uk,n)F(l —k/n) = H(g1-k/n) +1og(k),

so that
H(g1-k/n) + log(k)
15t . 1 1 1 1
1 k=1
= % (n—i)log(n—i)—(n—i—1)log(n—i—1))
i=0
= 1 (nlogn— (n—K)log(n — K))
and by Equation (32)

H(bk/n):—zlogfl—<1—:§>log(1—z>, n>2k<n.

Cond. 2a finalizes the proof.
2.4. Proof of Theorem 2

Assume that H is the Rényi entropy. Let

S(p) — e(l_a)H(p)

7

ie., S(p) = |pll§. Then,
S(0rp) = pi L _opi + 3 i — 1
1 1
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so that f(r) = r*. Reversely, assume that the second condition holds. Since H > 0 and S is strictly
monotone in H we can choose the sign of y such that S is increasing in H and S > 1. Furthermore, S is
continuous. If S(p) = 1, then 1 = S(d1p) = S(d2p) = ... = S(07°p). Hence, S(b,) > 1fora € (0,1)
as otherwise, by Equation (21), we would get a contradiction to Cond. 2e. It follows that f(a) =
(S(01ba) — S(ba))/(S(bs) — 1) is continuous on (0,1). Equation (10) implies £(0)(S({0}Up) —1) =0
for all p € P, so that f(0) = 0. Cond. 2f and Equation (20) yield H({1}) = 0 and thus S({1}) = 1.
Cond. 2f in Theorem 1 reads

S(pxq) =S(p)S(q). (36)
By Cond. 2a, Cond. 2b holds for all p € P. It is easy to check by induction that Equation (10) implies
n—1 n—1 ok
s@p) =S [T (1+ /(1)) - Zf ) IT (1+56%)). (37)
k=0 k=(+1
Henceforth, we assume that a € (0,1). Cond. 2e and Equation (22) yield
n—

00 > 5(24)S(g1-a) < S(g1-0) k[[(1+f @) - Zfa T (1+56) (38)

k=0+1

as n — oo. Since F(a) = [Ty, <1 +f (azk)> is assumed to be finite, the function G given by

[e0)

Gla) = Y f@®)F@™)

=0

is finite by Equation (38). Hence, by Equations (19), (36) and (37),

S(IF() — Grn) =S58 (72-) <. @)

Equation (39) implies that
S(ga)F(1—a) — G(1—a) = 5(81-4)5(8a),

so that G(a) = (F(a) — S(g4))S(g1-4) and Equation (39) reads

SPIF () — (F(p0) = S( )8 (1) = S(m)s (21-), <t o)

In particular,
S(ba)F(a) — (F(a) = 5(8a))S(g1-a) = S(8a)- (41)

In analogy to Equation (33) we get from Equation (27) that

[S(Ba)(X1+ f(1 —a)) = f(1 —a)] F(a) — (F(a) = 5(84))S(81-a) = 5(8a)S(ba),
so that, by Equation (41),

[S(Ba) (1 + f(1 —a)) = f(1 —a)] Fa) — S(ba) F(a) + 5(8a) = S(8a)S(ba),

ie,asS(b;) > 1,

f(1—a)F(a) = S(ga). 42)
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Since S(g;) > 1foralla € (0,1) it follows that f(a), F(a) # 0 for alla € (0,1). Now, Equation (40)
reads

S(p) = (1= F1 = p)S(s1p) = F1 = p)s (2. )

Since
1< S(ba) = (1~ f(a))S(ga) + f(a), (44)
the function f cannot take the value 1 on (0,1). Due to the continuity of f we may summarize that
f(0)=0, f(a) € (0,1) fora € (0,1).
Lemma 2 implies that S(U,) = n° for some ¢ > 0. Then, Equation (43) gives

(1= f(1=1/n))S(81-1/n) = n° = fF(1 =1/n)(n —1)".

Furthermore, taking the idea from Equation (25),

S(Ugn) = (1 = f(k/1))S(gksn) + f(k/m)ke

and, cf. Equation (26),

SUkn) = (1 =fA=1/n))S(g1-1/u) + f(1 =1/1)S(Up—1,n-1)
= n°+ f(1=1/n)[=(n=1)+ S(Ur-1,n1)]
= 1+ f(1-1/n)f(1-1/(n=1))[=(n=2) + S(Ur—2n—2)]
k-1

= n"+1A-m—-k)[[fA-1/(n—j)),

i=0

.

so that, for 0 < k < n, we have

k=1

(1= f(k/n)S(gksm) =1+ (1= (n=k)) [T fA=1/(n—])) = fk/n)k". (45)

=0

~.

The continuity of S and Equations (43) and (42) imply that H is uniquely determined if f and c are
unique. So, it remains to determine them. In line with the idea from Equation (24), Equations (43) and
(29) yield

S(Gna) = (1-f(a))s (ga)+f(a)5( n—1a)
= (1= ga)Efk )+ f"(a)
= ffa)+Q0-f" ( )) (8a)- (46)
By Equations (28) and (10) we have
S(Gana) = (14 f(a"))S(Gna) — f(a").
Equation (46) yields

f(a) + (1= f2"(a))S(ga) = (1+f(@")(f"(a) + (1~ f"())S(8a)) — f(a"),
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ie.,
(f(a") = f*(a))(1 = f"(a))(5(8a) = 1) = O.
Since S(gs) > 1and f < 1fora € (0,1) we get for n = 2 that
fia) = f(@®)  Va€(01),

or, f (a2k) = fzk(a),k € Z. Since (asz) keN converges to 1 and f is assumed to be smooth, Lemma 3 and
the proof of Lemma 4 yield the uniqueness of f, and f(a) = a* for a € [0,1] and some « > 0. Letting
n = 2k, Equations (44) and (45) yield

»

—1

S(bip) = (2b)°+ (1K) Hf (1=1/(n—])) = fFL/2)k + f(1/2)
= (20 + (1—kC) =27k 27

Hence,

2%S(byp) = (247° — 2)k° + 2.
Since the left hand side is independent of k, the equation ¢ = 1 — # must hold.
2.5. Proof of Theorem 3

Assume H is the min-entropy and let f be the identity. Then, Equations (11) and (12) obviously
hold. Reversely, let the second condition of the theorem hold. Cond. (2f) and Equation (20) imply
H({1}) = 0 and thus S({1}) = 1. Let

A 1
dip = 1_72"(8?;7);,
3?p = p;/(1—p;) and S = e~ H. Equation (12) yields
S(%p) = S(91p) H(1+f(m )) = S(821,,)5(97p) H(l +f(p)), pr<1, (47)
k=0 =0

by iteration. By Equation (12) follows f(0) = 0 and f has to be monotonously increasing. Assume
f(a) =0 forsomea € (0,1]. Then, f(p;) = 0forall0 < p; < aand, by Equation (11),

S(p) = S(d1p) = S(07p) =... =S(7p) = S(8p,)S(Ap), M <ap <1l

Letting p = g1, we get S(g,) = 1, which contradicts Cond. 2e. Now, Equation (47) yields
n—1 ok
S(82na) [T(1+ f(a*)) =
k=0
so that

S(g) = 1/T[A+f@)e©1), ae() (48)

k=0

Henceforth, we assume that a € (0,1). Since 91 b, = by /(1+a) We have, by Equation (12)

(L+f(a))S(br/(140) = 1,
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and

_ ) A+ f((A=a)/a)~", a=1/2
)= {<1+f<a/<1—u>>>1, a<1/2 )

Equation (11) yields

@(p1) VS(97p) = S(p),

where the limit ®(a) := /i, f (azk) exists since f is monotonously increasing and thus implies ® = f.
Hence, by Equation (19),

S(p) = S@TP)V f(p1) = 5(gp)S(p) V f(p1), (50)

in particular,

S(g1-a) = S(82)S(81-a) V f(a). (51)

Since S(g4) < 1, it follows from Equation (51) that

5(8a) = f(1—a). (52)

Thus, the recursion formula (50) determines H uniquely as soon as f is unique. Equations (52) and (48)
yield

[e9)

FA-a) I+ fa®) =1,

k=0
so that in analogy to Equation (14)

1+ f(@)f(1-a) = (1+f(a)f(1-a)f(1-a*) zﬁ<1 +f(a®))

= f(1-a%. (53)

Now, Equations (50), (23) and (52) yield

5(Gna) = S(97°Gna) V f(a") = 5(ga) V f(a") = f(1 —a) v f(a").

On the other hand, by Equation (29) and iterating Equation (50) follows

S(Gn,u) = f(l — a) V S(glfa)S(anl,a)
= f(1—a)VvS"(g1-a)
— fA-a)Vf(a).
Hence,
f(a") = f"(a), ifl—a<a

In particular,

f(a®) = f*(a) fora > (vV5-1)/2,

and lim,_,; f(a) is necessarily 1. We have

S(ba) = S(92ba) V f(1 —a) = (5(82)S(ba) V f(a)) V f(1 —a) = f(a) V f(1 —a). (54)
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Equations (49) and (54) and the monotonicity of f entail
fla) 1+ f(-1+1/a)) =1, a>1/2.

In part1cular f(l /2) = 1/2. Equation (53) delivers f(3/4) = 3/4 > (/5 —1)/2. Hence, for a = 3/4,
we have f(a? ) 22" and 2" — 1 ask — 0. Now, Lemma 3 yields the uniqueness of f.

3. Discussion & Conclusions

The characterization given here is not only novel with respect to splitting the chain rule into its
natural components, it is also novel in the sense that only a rather weak relationship is required for
the chain rule, i.e. the proportionality factor itself is not given, but arises naturally. Furthermore, the
recursion formula has the advantage that it allows an interpretation as an intrinsic property, since
only a single distribution is involved and since recursion formulae in general may allow additional
practical interpretations such as self-similarity or scale invariance.

In comparison to Faddeev’s approach, our proofs emphasize the role of the geometric distribution
ga, which arises as the infinite iteration of the Bernoulli distribution b,, a € (0,1), i.e. 9°b; = g4. The
uniqueness proof for the Shannon entropy uses almost only the resulting proportionality relation
of the geometric distribution, simplifying Faddeev’s approach. Further, while Equation (2) is a rule,
proportionality can be considered a law. This yields a deeper understanding of the Shannon entropy
and may justify a broader application outside telecommunication.

The proofs rely strongly on distributions that generalize the uniform distribution and the
geometric distribution, respectively. Possibly, these distributions play or will play a role also in
other areas.

Although the characterization and the proofs of the Shannon and the Rényi entropy follow the
same scheme, they show remarkable differences. For instance, the generalization G, of the geometric
distribution, see Equation (17), does not play a role in case of the Shannon entropy. Also, the functional
characterization in Equation (9) of the Shannon entropy is not the limit of the characterization in
Equation (10) of the Rényi entropy. However, Equation (9) might be understood as the derivative of
Equation (10) in the following sense, cf. [18]. Assume that f in Equation (10) is differentiable. Then,

& s@ip) = 1+ f(p)S(p) — F(pr).

For « = 1 we define S(p) = lim,_,1 || p||%. Then, we get

2 s@ip) = 1+ f(p) s(p).

Another interpretation of our results is that S is not a natural transformation of the Rényi entropy,
in contrast to

T(p) = S(p) = S{1}).

This definition bridges to the generalized information function [5, Section 6.2] and to the definite
functions, cf. [19], Chapter 3, Corollary 3.3 and proof of Theorem 2.2, and Chapter 6, Example 5.16.
Indeed, Equation (10) can be rewritten in full analogy to Equation (9), namely as

T(1p) = (1+ f(p1)T(p),

where T(d1p) = S(01p) — S({1}). Note that also the interpretation T(d1p) = S(d1p) — S(91{1}) is
possible.

Several technical assumptions had to be included in the characterization of the Rényi entropy,
such as the condition that f shall be real analytic. Although we consider this fact as minor, we hope
that these assumptions can be dropped in the future.
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