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Abstract: Earthquakes present a significant risk to marine and underwater structures such as seawalls,
piers, dolphins, breakwaters, buried pipelines, and sheet-piled constructions. These structures are
particularly susceptible to the destabilizing effects of seismic events, which can result in severe
damage. Furthermore, earthquakes can indirectly threaten these installations by destabilizing
the underlying soil. Soil liquefaction, induced by seismic shaking, can undermine the stability
and integrity of structures. This review discusses advanced simulation programs that have been
systematically developed and validated using comparisons with commercial software and existing
research. It extensively examines various factors that influence earthquake-induced dynamics in
marine environments, including soil conditions, quality of structural components, tunnel length,
mooring intervals, seismic wave propagation, and seaquake impacts. Over the past four decades,
significant insights have been gained into the seismic design of marine structures, leading to the
development of comprehensive guidelines. Recently, the simulation of marine infrastructure—such as
breakwaters, platform jackets, and tunnels—has progressed considerably, driven by rapid economic
growth and technological advancements in engineering. This review aims to evaluate and categorize
recent studies on the numerical simulation of marine structures under seismic forces, with a focus on
mitigating earthquake-related damage.

Keywords: renewable energy; offshore structures; numerical simulation; marine structures;
earthquake; computational fluid dynamics; finite-element method; discrete-element method

1. Introduction

Marine structures are subjected to a variety of dynamic excitations, such as earthquakes, wind
forces, traffic loads on bridges, and tsunamis, among others [1]. Over the past decade, several
numerical simulations designed specifically for marine structures have emerged, utilizing ocean
models of varying complexity. These models often consider the effects of currents, waves, and wind,
as well as processes that influence particle interactions during earthquakes, including fragmentation
and degradation [2].

Renewable energy, noted for its abundant resources, sustainability, and environmental benefits,
has attracted global attention. Earthquakes considerably affect the infrastructure supporting various
renewable energy sources in maritime settings. For instance, the seabed composition in Northern
Europe is predominantly sandy, while the offshore areas of China feature a mix of sand, silt, and
clay—all susceptible to liquefaction. In these regions, earthquakes and liquefaction are crucial factors
in ensuring the safety and stability of support structures for offshore wind turbines [3].

The 2011 Tohoku Earthquake revealed the vulnerability of these structures when a wind turbine,
mounted on a monopile foundation, tilted because of seabed liquefaction. Earthquake accelerations
can have enduring adverse effects on the operational integrity of marine structures, occasionally
leading to failures of wind turbines under extreme conditions. With increasing construction in
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seismically active zones, a comprehensive evaluation of these risks is imperative. Accurate estimation
of earthquake-induced hydrodynamic loads, commonly known as seaquakes, is essential. These loads,
resulting from the vertical propagation of seismic waves through compressible water, can considerably
increase vibrations [4].

In the past two decades, considerable research has been conducted on the dynamic responses
of quay walls. For instance, Sumer et al. [5] investigated the displacements of the breakwater at
Eregli Fishery port caused by seismic waves during the 1999 Kocaeli earthquake in Turkey, using
field-collected data.

Numerical methods based on finite-element analysis have been developed to evaluate the seismic
performance of composite breakwaters and their porous seabed foundations under substantial seismic
loads [6]. Furthermore, various studies have broadened the scope beyond earthquake loading to
include tunnel behavior under various hydrodynamic pressures, such as blast loading and tunnel
excavation. These investigations utilized a spring– mass analogy for analyzing tunnels, incorporating
insights from the Tokyo Bay tunnel study, and assessed the dynamic response of the Huangpu River
crossing tunnel. Sharma et al. developed a coupled model to investigate wave interactions with
a submerged floating sea tunnel and a bottom-mounted submerged porous breakwater, aiming to
understand the influence of incident waves on the tunnel’s structure [7].

In scientific programming, priorities often extend beyond efficiency to consider critical aspects
such as correctness, numerical stability, accurate discretization, and flexibility. However, efficiency
remains a crucial constraint for current numerical methods and a primary consideration when
developing advanced methods. The governing equations of the marine environment and their
interactions with relevant structures are highly complex, necessitating approximations for accurate
solutions. Although considerations of computational speed cannot override the meticulous design
of optimized algorithms , there are inherent limitations to what can be achieved with sophisticated
algorithmic strategies, both in terms of maximum speed and the complexity involved in implementing
these algorithms. Enhanced computational speed enables more realistic simulations and analyses,
offering the opportunity to investigate more intricate phenomena. In marine engineering, several
applications continue to be constrained by numerical efficiency [8].

Structural motions are deduced by numerically integrating a simulation model. For bottom-fixed
structures, this typically involves using a finite-element model to capture elastic deformations [9]. In
contrast, floating structures are often modeled using a rigid multibody approach to efficiently compute
global motions. In preliminary analyses, this may be simplified to a single rigid-body model. However,
for an accurate assessment of dynamic loads, a more spatially extended model is essential.

This review paper aims to provide insights into the most suitable methods for simulating
marine structures in response to seismic activities. We recommend using numerical models based
on the boundary-element method (BEM) for analyzing seismic responses. The paper is structured as
follows: Section 2 outlines the theoretical background and models under review, besides it explores
the mechanisms of various simulation methods (finite-element method (FEM), computational fluid
dynamics (CFD), discrete-element method (DEM), BEM, finite-volume method (FVM), direct numerical
simulation (DNS), smoothed-particle hydrodynamics (SPH), lattice Boltzmann method (LBM) ) as
applied to recent research on marine structures. Then, Section 3 presents the discussion. Finally,
Section 4 concludes with the main findings from this review.

2. Numerical Simulation Methods for Marine Structures

The FEM–SPH adaptive method combines the strengths of both FEM and SPH to efficiently
perform impact dynamics calculations. Johnson et al. [10] developed and refined this algorithm,
presenting a simplified version of the SPH method integrated into a standard Lagrangian code such
as EPIC. Building on these insights, they developed an explicit two-dimensional (2D) Lagrangian
algorithm that automatically transforms distorted elements into meshless particles during dynamic
deformation. This approach proved effective in various scenarios and was later extended to
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three-dimensional (3D) contexts, resulting in a 3D explicit Lagrangian algorithm capable of converting
distorted tetrahedral elements into meshless particles.

Despite their advantages, both FEM and SPH methods face significant challenges [11]. FEM
is recognized for its high efficiency and accuracy but struggles with substantial mesh deformation
during simulations, potentially leading to significant errors. Meanwhile, SPH handles large mesh
deformations adaptively but suffers from tensile instability, complications in applying boundary
conditions, and reduced computational efficiency.

The finite-difference method (FDM) solves governing equations by differentiating directly along
each coordinate axis, facilitating rapid execution. In contrast, FEM discretizes the domain into elements
of a chosen shape and combines them to form the complete system, typically resulting in slower
performance compared to FDM. FDM is predominantly used in fluid mechanics and heat transfer,
particularly for problems with fixed boundaries, but is less suitable for scenarios involving significant
strain or deformation [12].

FEM excels in addressing large- deformation problems and is versatile enough to handle a
wide array of engineering challenges, effectively managing complex geometries and diverse material
combinations. CFD has emerged as an essential tool for design and analysis in various industries,
including marine structures. The challenges of CFD modeling for naval hydrodynamics include the
following [13]:

• Evaluating forces and addressing hydro-mechanical coupling issues.
• Generating and propagating surface waves with varying characteristics, such as deterministic

single- and multi-frequency wave trains, wave focusing, and statistical modeling of realistic
irregular sea states.

• Modeling both rigid and flexible floating structures.
• Simulating extreme wave events, such as freak wave impacts .

For analyzing seismic responses, a numerical model utilizing BEM is recommended. This
method’s primary advantage is its elimination of the need for artificial domain truncation when
modeling an infinite medium. In dynamic scenarios, such truncation can cause artificial wave
reflections that lead to numerical inaccuracies. While certain finite-element formulations, such
as non-reflecting boundaries and infinite elements, can mitigate these issues, FEM and FDM may
introduce other challenges, such as numerical wave dispersion, which require careful management.
BEM comprises two main stages [14]:

1. Solving the boundary integral equation to determine displacements and stresses along the
domain’s boundary.

2. Conducting further computations for all points within the domain using an integral
representation formula .

2.1. FEM Applications in Marine Earthquake Engineering

The finite-element meshing process for a structure involves selecting nodal points where the final
solution is required and assigning finite elements to these points. This task demands both expertise
and an in-depth understanding of how structures with specific geometries respond to various external
actions, including forces, imposed displacements, and temperature changes. The mesh design must
consider factors such as geometry, loading methods, constraints, symmetry, proximity to infinite media,
and stress concentrations. Depending on the structure’s geometry, elements may be one-dimensional,
2D, or 3D. Given the limited modeling capabilities of most finite-element analysis software, it is
advisable to use specialized computer-aided design (CAD) programs for creating geometry. Meshing
replaces the infinite degrees of freedom represented by the geometry with a finite network of elements
to simulate the shape accurately. The type and application of loading influence the structure’s specific
behavior, necessitating a customized meshing approach. Nodes should be placed at locations where
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external forces are applied, constraints are present, movements are required, and where there are
changes in stiffness, characteristics, or material properties.

The density of the nodal network determines the size of the finite elements. Reducing element size
and increasing node count generally improve calculation accuracy. However, when establishing the
nodal network, it is crucial to consider an optimal balance between desired accuracy, computational
efficiency, and analysis costs. Excessively increasing the number of nodes may not be beneficial, as
studies suggest that there is a threshold beyond which additional elements do not enhance the solution
and may even degrade it [15].

ANSYS software is widely used across various engineering disciplines, including structural,
mechanical, electrical, electromagnetic, electronic, thermal, fluid, and biomedical engineering. An
analysis with ANSYS typically involves creating a finite-element model, applying geometric and
mechanical boundary conditions (loads), obtaining the solution, and interpreting the results. The most
time-consuming aspect of this process is developing the finite-element model. The chosen element
type influences the degrees of freedom, element shape, and overall analysis scale. Finite-element
models can be developed using two approaches : modeling and direct generation. Modeling involves
creating a geometry that the software automatically meshes using nodes and elements, allowing users
to control the size and shape of the elements. In contrast, direct generation requires users to manually
create each node and then define elements based on those nodes. The type of analysis conducted
depends on the load conditions and the structure’s response. Once the results are obtained, they can
be visualized using a post-processor. In summary, FEM comprises several key steps: meshing the
structure into finite elements, selecting shape functions, formulating finite-element equations and their
specific matrices, assembling the finite elements while applying boundary conditions, solving the
system of equations, and determining the stress and strain states within each finite element [16].

The work of Ion and Ticu [17] shows a modal analysis of a ship’s hull, using a finite-element
model based on the study parameters. As the vessel is situated in a continuous medium, no additional
boundary conditions are required for this free–free type of modal analysis. Typically, the first six
vibration modes represent rigid-body motions, identifiable by their very low frequencies. While the
frequencies for rigid-body motions should theoretically be zero, inherent inaccuracies in the solver
may result in frequency values, sometimes on the order of MHz. To evaluate the influence of various
stiffeners on the frequencies and vibration modes, a previous study examined three variations of hull
construction : without stiffeners, with transverse stiffeners, and with both transverse and longitudinal
stiffeners. Frequencies and corresponding modes for each construction type were extracted. Although it
is not critical to investigate modes with frequencies exceeding 5 Hz for wave action, sound engineering
practice suggests extracting between 100 to 200 modes to accommodate the potential variety of
excitation sources during a ship’s operation [18]. The Figure 1 shows the mesh preparation and the
finite element model for the hull with transverse stiffeners, besides the result of the vibration mode of
the hull transversely stiffened at frequency 11.209 Hz is detailed.
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Figure 1. (a) Hull with transverse stiffeners CAD detail, (b) Preparation of mesh and for a hull with
transverse stiffeners and (c) result of the vibration mode of the hull transversely stiffened at frequency
11.209 Hz [17].

The data derived from these analyses are qualitative rather than strictly quantitative. Notably, the
visual representations of modal shapes as displacements are conceptual and do not directly represent
actual physical displacements. Instead, they depict distinct modes of structural deformation at specific
resonance frequencies. A central challenge in this research is accurately estimating the external forces
generated by ocean waves and the resultant structural stresses on maritime vessels. Addressing
this challenge necessitates a multidisciplinary approach, incorporating expertise from fields such as
probability theory, random processes, statistical analysis of extreme values, empirical data analysis,
naval hydrodynamics, and numerical modeling. Estimating wave characteristics extends beyond
simple metrics such as wave height and frequency. This involves deriving spectral density functions
from empirical data, providing a comprehensive depiction of the sea surface. This depiction is crucial
for analyzing a vessel’s behavior in real sea conditions and highlights the importance of understanding
wave spectra across various scenarios and geographical areas for structural analysis and predicting
critical extreme values.

A prior study conducted static analyses on three different structural models of a container
port hull: one without stiffeners, one with transverse stiffeners, and one with both transverse and
longitudinal stiffeners. These analyses, conducted under various loads resulting from pressure
distributions in calm water, aimed to evaluate the effects of stiffeners and loading methods on the hull’s
stress state. The implementation of FEM has introduced innovative strategies for addressing complex
structural analysis challenges. By utilizing this method, more accurate resistance calculations can be
achieved, and criteria for structural failure can assessed precisely. FEM also facilitates the iterative
optimization of structural dimensions to ensure compliance with all necessary requirements [19].

2.2. CFD-DEM Simulation of Submarine Landslide

A study simulated a submarine landslide triggered by seismic activity in a region rich in methane
hydrates using a coupled computational approach that integrates CFD with DEM [20]. To enhance
the accuracy of the simulation for dynamic scenarios, the researchers incorporated dynamic features
and considered the Magnus force. They subjected a steep underwater slope containing methane
hydrate-bearing sediments, which formed robust inter-layers, to a sinusoidal seismic load. The
simulation results indicated a flow-type landslide, leading to a gradual accumulation of debris on a
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gentler slope. Near the sliding mass, the fluid exhibited an eddy pattern. The findings revealed that
the presence of methane hydrate increased sediment strength while reducing its damping properties.
At lower methane hydrate saturations (25% and 30% ), the combined effects of seismic loading and
particle–fluid interactions led to damage in the methane hydrate-rich layer, resulting in settling behind
the slope’s crest and upheaval in front of its toe. However, at higher methane hydrate saturations
(40% and 50% ), the sediment exhibited sufficient strength to resist seismic damage. Increased
methane hydrate saturation resulted in reduced sediment damping, which facilitated increased energy
transfer from the ground base to the potential sliding mass, initiating the sliding process earlier. The
implications of these simulation results for assessing submarine hazards induced by earthquakes were
discussed.

Zhang and Luan [21] utilized a continuum–discrete approach known as the CFD–DEM coupling
scheme. This technique simulates fluid flow by solving the Navier-–Stokes equations within CFD,
using coarse-grid local averaging. Concurrently, the motion of individual particles is modeled using
Newton’s second law of motion in DEM. The interaction between CFD and DEM is facilitated through
the exchange of forces during particle–fluid interactions. The study provided a detailed understanding
of this computational scheme. To model submarine landslides triggered by seismic loading in this
study, they implemented two significant enhancements to the coupling computation: they expanded
the contact model in DEM to include dynamic characteristics and incorporated the Magnus force
into fluid–particle interactions. These improvements were briefly outlined in their paper, with more
detailed descriptions to be presented in a forthcoming publication. Notably, the DEM simulations
followed a 2D approach using disk-shaped particles, while the CFD formulations were primarily 3D;
however, the flow velocity in the out-of-plane direction was constrained to zero, effectively treating it
as 2D flow. For the purposes of CFD–DEM coupling, the simulation treated these 2D disks as spheres
with equivalent diameter and velocity.

Typically, a theoretical arrangement of 3D spheres is used to assess both porosity and particle
volume, which are essential for calculating the interaction forces between particles and the surrounding
fluid. These forces are then integrated into both the CFD and DEM models to directly influence the
calculations of fluid and particle movement. This approach is necessary because the methane hydrate
bond contact model is currently available only in a 2D format, while a 3D model remains under
development. Although this method may not perfectly replicate physical reality, it effectively captures
the general trends in fluid–particle interactions.

In a prior study, to simulate mass flow following slope failure, where finite-element simulations
are inadequate, a combination of CFD and DEM (CFD–DEM) was utilized [22]. This integrated
approach effectively simulated the initiation, mass transport, and deposition phases of submarine
landslides resulting from solid–fluid interactions, as shown in Figures 2 and 3. The study simulated
submarine landslides triggered by methane hydrate dissociation, replicating four distinct types of
slides—fall, flow, slump–flow, and slump—each varying by the location and extent of methane hydrate
dissociation. Given the advantages of the CFD–DEM simulation method in accurately reproducing
the entire sliding process, this coupling approach was employed to model seismic loading-induced
submarine landslides in methane hydrate-rich regions [23].
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a) b)

Figure 2. CFD-DEM simulation of particle ejection test. (a) setup and (b) Particle motion trajectory
with and without Magnus force [22].

The study developed by Jiang et al. [22] simulated a submarine landslide by integrating CFD with
DEM. A dynamic contact model was implemented within the discrete-element framework to accurately
capture the behavior of sediment containing methane hydrates. The simulations also considered minor
fluid compressibility within the CFD component. Additionally, the Magnus force was included in
the fluid–particle interactions. The study identified that this force considerably influenced particle
trajectories within the typical velocity ranges observed during submarine landslides. Sinusoidal
seismic loading was applied to trigger failure in the simulated submarine slope, accounting for varying
methane hydrate saturations. The results indicated a flow-type sliding pattern, culminating in a
gradual accumulation of debris on a gentler slope. Near the sliding mass, the fluid exhibited an eddy
pattern: water flowed upward from the slope’s toe to its crest above the surface while moving in the
opposite direction below it. The restoration of slope stability was marked by a circular fluid eddy,
approximately the height of the slope, moving away from it [24].

2.3. Marine Turbine Hydrodynamics by a Boundary Element Method

This section discusses a computational method for analyzing the hydrodynamics of horizontal-axis
marine current turbines based on the boundary integral equation method (BIEM), originally developed
for marine propellers. This method has been adapted to address the unique flow characteristics of
hydrokinetic turbines and is enhanced by semi-analytical trailing wake models and corrections for
viscous flow effects. Previous studies have validated this methodology by comparing hydrodynamic
performance predictions with experimental test cases and results from other numerical models cited
in the literature. The ability of this approach to accurately predict turbine thrust and power across a
broad range of operating conditions has also been explored. The method accounts for viscous effects
related to blade flow separation and stall, with the predicted thrust and power closely aligning with
results from the widely used blade-element methods in marine current turbine design, as shown in
Figure 3. However, the accuracy of numerical predictions may diminish when turbine blades operate
under off-design conditions [25].

Marine or hydrokinetic turbines, used to capture renewable energy from tidal and ocean currents,
represent a rapidly advancing technology. Large-scale installations typically consist of horizontal-axis
turbines anchored to the seabed or mounted on floating platforms. The swift development of
hydrokinetic turbine technology, relative to other ocean energy systems, owes partly to the transfer of
knowledge and expertise from the wind energy sector. The design of marine turbine blades closely
resembles that of wind rotor blades, albeit with a significantly lower aspect ratio to better withstand
the hydrodynamic forces in water. Therefore, blade-element momentum methods, initially devised for
wind turbines, are frequently used for the analysis and design of tidal and ocean current turbines [26].
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When calibrated properly, the blade-element momentum method provides quick and reliable
evaluations of turbine performance, although it requires addressing specific methodological limitations.
It calculates blade loading based on defined lift and drag characteristics of 2D profiles. To account for
factors such as blade tip interactions, blade/hub dynamics, and the number of blades, semi-empirical
adjustments for 3D flow are necessary. In contrast, the hydrodynamic design of marine propellers
typically utilizes boundary-element or panel methods. These methods assume inviscid flow and
consistently represent 3D flow around rotors in both steady and unsteady states. To distinguish
from blade-element (momentum) techniques, this approach is referred to as BIEM. However, the
application of BIEMs in hydrokinetic turbine contexts is still limited, with only a few documented
examples in the literature. These cases highlight the challenges blade-element momentum methods
face in accurately modeling the hydrodynamic performance of turbines designed to capture energy
from flowing water. A particular challenge arises when turbine blades operate at high angles of
attack, leading to viscosity-induced separation and stall, which negatively impact thrust and power
output. To mitigate this, Baltazar and Falcão de Campos proposed models that adjust the inviscid-flow
predictions from a BIEM for 3D steady flows. Their approach modified the lift force for each blade
section, as calculated by the BIEM, by comparing the lift coefficients of 2D profiles (representing the
blade sections) under viscous and inviscid conditions. The drag for the blade sections was derived
from 2D polar curves. This methodology utilized the Kutta–Joukowski law to determine the incoming
velocity at the blade sections, while XFOIL, a viscous flow simulation tool, was used to generate polar
curves. This approach also included an iterative wake alignment model to adjust wake pitch based on
local flow conditions, although it did not account for radial expansion [27].

Figure 3. Marine current turbine. Wake geometry of BIEM model at different operating conditions.
From left to right, TSR = 3, 6, 9. [28].

A computational approach for analyzing the hydrodynamics of horizontal- axis marine current
turbines was introduced, and the findings from a validation study were discussed. This method was
based on a BIEM designed for inviscid flows, enhanced by a trailing wake model specifically developed
for hydrokinetic turbines. Additionally, a viscous-flow correction model (VFC) was incorporated to
account for the effects of blade flow separation and stall on the projected hydrodynamic loads. The
VFC used a semi-empirical technique, adjusting the inviscid-flow blade loads calculated through BIEM
based on the lift and drag characteristics of 2D profiles that represent blade sections under equivalent
3D flow conditions. To validate the accuracy of numerical predictions obtained through the BIEM–VFC
approach, comparisons were made with experimental data and numerical results from the existing
literature.

The analysis highlights the effectiveness of the aforementioned methodology in accurately
characterizing turbine performance across a diverse range of operational conditions. It provides
reliable predictions for turbine thrust, torque, and power in scenarios involving medium to high
tip-speed ratios, where blade flow remains largely attached. Additionally, it performs well in conditions
involving lower tip-speed ratios, where phenomena such as blade flow separation and stall significantly
influence thrust loss and drag. Specifically, this methodology delivers precise predictions for turbine
performance when blade pitch settings closely align with design specifications. However, discrepancies
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arise in off-design conditions, particularly in the accuracy of thrust and torque (power) predictions.
In a comparative evaluation with other computational models in the literature, a notable finding is
that the accuracy of the proposed approach closely matches that of blade-element methods commonly
used in the analysis and design of marine and wind turbines. This is significant because the proposed
methodology based on BIEM provides a physically coherent representation of 3D flow around a turbine
under varying onset flow conditions. In contrast, blade-element methods often necessitate adjustments
for blade tip effects, blade/hub interactions, and the number of blades. Moreover, the well-known
limitations of blade-element methods in analyzing nonuniform flow conditions and studying turbine
cavitation are effectively addressed by the more comprehensive flow description offered by the BIEM
approach.

Future work can focus on enhancing the current VFC scheme to achieve trailing vorticity
distributions and induced velocity profiles that fully correspond with the viscosity corrections applied
to blade loads. Additional validation studies can aim to assess the generalized BIEM–VFC model’s
capability to predict turbine performance at low tip-speed ratios and under off-design operating
conditions [29].

2.4. Using Two Different Numerical Models Based on Finite Difference and Finite Volume Methods

The nonlinear forces generated by breaking waves pose a significant challenge in the design of
offshore structures. Given the complex nature of wave-breaking phenomena, comprehending their
interactions with structures remains a difficult task. Numerical models serve as crucial tools for
studying these interactions. There are numerous numerical models that use either FDM or FVM to
solve the governing equations involved in wave-breaking research. Various studies have provided
credible results using both methods, though comparative analysis of their respective advantages and
disadvantages has been limited.

Numerical models that solve the Navier– Stokes equations are widely utilized to simulate breaking
waves, employing two primary conventional methods: FDM and FVM. FDM uses Taylor series
expansions to approximate the governing differential equations, utilizing a grid of intersecting lines
for discretization [30]. In contrast, FVM uses the integral form of the differential equation, ensuring
the conservation of the governing quantities within a finite volume.

Both FDM and FVM offer various options for discretizing the terms in the governing equations,
impacting the accuracy of each method. The work of Jose et al. [31] presented a comparative analysis of
these two approaches in the context of breaking-wave studies. It utilized two distinct 3D Navier–Stokes
solvers—2PM3D (FDM) and OpenFOAM (FVM)—to simulate the forces exerted by breaking waves
on a monopile structure. The analysis considered two scenarios—one with nonbreaking waves
and another with breaking waves—and compared the results against theoretical predictions and
existing experimental data. Both numerical models demonstrated strong alignment with experimental
measurements in capturing the interactions between breaking waves and the monopile.

In real marine environments, offshore structures are subjected to nonlinear wave interactions,
such as wave breaking and green water impacts, which can occasionally result in structural damage.
Thus, a thorough understanding of these phenomena is essential for the design of robust offshore
structures. The forces generated by breaking waves have long been a major concern for offshore
structures in shallow waters and often play a significant role in their overall design [32].

Capturing the physical interactions between breaking waves and structures presents a significant
challenge owing to the complex nature of wave-breaking phenomena and the constantly changing
shapes of the waves. Conventionally, research on breaking waves has primarily relied on experimental
measurements, which are often limited to simpler structures and specific testing conditions. To
overcome these limitations, employing rigorously validated numerical models capable of simulating
breaking waves offers a promising solution. Advances in computational power and the availability of
sophisticated numerical codes have established numerical modeling as a reliable tool for predicting the
forces generated by wave breaking on structures. These models evaluate wave forces through direct
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pressure integration over the structure, reducing reliance on empirical correlations. However, the
accuracy and efficiency of such numerical models heavily depend on the choice of numerical methods
used.

As mentioned previously, numerical models that solve the Navier– Stokes equations are widely
utilized for simulating breaking waves, with two primary classical approaches: FDM and FVM. FDM
approximates the governing differential equations using Taylor series expansion and utilizes a grid of
intersecting lines for discretization. In contrast, FVM uses the integral form of the differential equations,
ensuring the conservation of governing quantities within a finite volume. Both methods offer various
options for discretizing the terms in the governing equations, which significantly influences their
accuracy [33].

Previous research used experimental data from the study by Irschik et al. [34] to validate the
results of the numerical simulations. The numerical models incorporated a numerical wave tank
designed to replicate the experimental setup. Figure 4 shows the schematic layout of the numerical
wave tank, with a total length of 54 m, not including the inlet and outlet relaxation zones.

Figure 4. Schematic of numerical wave tank: a) cross section and b) plan view [31].

The modeling techniques differ in each numerical model. For instance, 2PM3D uses a separate
application called Geometry 3D for pre-processing the geometry. This application computes the
fractional volume and area available for fluid flow in the x, y, and z directions, along with the unit
normal vectors for each cell within the computational domain. In Figure 5a, the vertical cylinder
and the bottom geometry generated by Geometry 3D are shown. Figure 5b shows the intersection
of the cell edge with the obstacle (the cylinder) and the point where this edge meets the cell face,
with parameters derived for this specific cell also shown. In this case, to minimize wave reflections
within the computational domain, numerical dissipation zones were implemented at both the inlet
and outlet boundaries. These zones extend a distance of 2L, where L represents the wavelength. The
inlet dissipation zone mitigates wave reflections near the boundary where waves are generated, while
the outlet dissipation zone prevents reflections at the outlet boundary. An internal wave generator
at the end of the inlet dissipation zone produced regular waves within the computational domain.
OpenFOAM employs an unstructured mesh and utilizes FVM to solve the governing equations. Its
modeling capabilities are highly flexible, allowing for direct import of models from compatible CAD
software for simulations. In this case, stereolithography (STL) files for the cylinder and bottom slope
were sourced from AutoCAD and integrated into the computational domain using the snappyHexMesh
utility [35].
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Figure 5. (a) STL files for the bottom geometry and cylinder, and (b) Computational domain with
bottom slope and vertical cylinder) Plan view [31].

In the aforementioned study , two distinct computational models were utilized to simulate
breaking waves within a numerical wave tank. The first model, 2PM3D, utilizes FDM and has
undergone prior validation. The second model uses OpenFOAM coupled with the waves2Foam
toolbox, based on FVM. Although both models address the same governing equations, their approaches
to solving these equations and managing geometric complexities within the computational domain
differ significantly. For this research, two numerical models—2PM3D (using FDM) and OpenFOAM
with the waves2Foam toolbox (utilizing FVM)—were employed to study the effects of breaking waves
on a monopile structure. Validation of both models involved simulating scenarios of nonbreaking
and breaking waves and comparing the results with theoretical predictions and experimental data.
The simulation results from both models demonstrated strong agreement with the experimental and
theoretical findings. Importantly, both models effectively captured the nonlinear characteristics of the
waves.

However, both models tended to overestimate the peak total breaking wave forces on the
monopile, with an overestimation rate of approximately 7% compared to experimental data. This
discrepancy may be attributed to the incompressible flow models used in the simulations, which did
not account for the presence of air bubbles in the breaking waves. Additionally, it was observed that
the finite-difference model required a greater number of computational cells than the finite-volume
model counterpart. Both models successfully calculated the secondary load effects on the structure
during wave breaking, though with a minor delay compared to experimental results. This delay can
be linked to the incompressible flow model used, resulting in reduced energy dissipation after wave
breaking, leading to variations in secondary loads. Further investigation is warranted to estimate
cycles of secondary loads through numerical simulation more accurately. Results of waves2Foam
simulations in four time steps are showed in Figure 6.
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Figure 6. Results of waves2Foam simulations in four time steps from 31.10 s, until 31.90 s [31].

In conclusion, both numerical models effectively simulated wave– structure interactions,
demonstrating their capability and reliability in such applications [36]. The comparative analysis
confirms their suitability for studying breaking waves.

2.5. DNS of Wind Turbulence Over Breaking Waves

A previous investigation examined wind turbulence over breaking waves using DNS of two-fluid
flows. In this DNS approach, air and water were treated as a single system, capturing the interface with
a coupled level-set and volume-of-fluid method. Considering that wave breaking is a dynamic process,
the study employed ensemble averaging across 100 simulations to establish turbulence statistics. The
primary focus was on analyzing the turbulence statistics of airflow over breaking waves, particularly
examining the effects of wave age and wave steepness. The findings indicate that turbulence statistics
are primarily influenced by wave age prior to wave breaking. Specifically, the vertical gradient of
mean streamwise velocity shows a positive trend at small and intermediate wave ages but shifts to
negative values near the wave surface as wave age increases, transitioning from drag-dominated
to thrust-dominated conditions owing to variations in pressure forces. Additionally, as wave age
increases, wave-coherent motions become more significant contributors to momentum flux and kinetic
energy flux (KE-F).

During the wave-breaking process, spilling breakers have a minimal impact on the wind field.
In contrast, plunging breakers considerably alter the structure of wind turbulence near the wave
surface. The DNS results demonstrate that during wave plunging, a high-pressure region forms
ahead of the wavefront, further accelerating the wind downstream. Concurrently, a large spanwise
vortex is generated, disrupting the surrounding airflow and leading to substantial magnitudes of
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Reynolds stress and turbulent kinetic energy (TKE) beneath the wave crest. Above the crest, the
magnitude of KE-F increases during wave plunging at both small and large wave ages; however, at
intermediate wave age, this transient enhancement of KE-F is absent. The impact of wave breaking on
KE-F magnitude was also explored through an analysis of KE-F production. This analysis revealed
that at small wave ages, the transient enhancement of KE-F results from a local maximum in the total
momentum flux profile. Conversely, at large wave ages, it arises from a change in the sign of KE-F
production, shifting from negative to positive owing to alterations in the wave-coherent momentum
flux. At intermediate wave age, neither of these processes occurs, leading to an absence of transient
KE-F growth [37].

The interaction between wind and ocean waves plays a critical role in shaping sea conditions,
influencing the marine atmospheric boundary layer, and affecting upper-ocean dynamics. Intense wind
forcing often causes wave breaking, which is integral in air–sea interactions [38]. Wave breaking not
only restricts the height of surface waves but also generates ocean currents, vorticity, and turbulence,
thus facilitating the transfer of mass, momentum, and energy between the ocean and atmosphere. A
comprehensive understanding of wind behavior over breaking waves is crucial for enhancing models
of ocean–atmosphere interactions. Figure 7 shows an example of the computational domain and the
coordinate system used in the simulations, where x, y, and z (or x1, x2, and x3) correspond to the
streamwise, spanwise, and vertical directions, respectively. The associated velocity components are
denoted by u, v, and w (or u1, u2, and u3).

Figure 7. Computational domain and coordinate system for DNS of wind over steep and breaking
waves [38].

In the aforementioned case, air and water were modeled as a coherent system, where density and
viscosity vary according to the fluid phase. The behavior of these fluids is governed by continuity and
momentum equations [38]:

∂u
∂xi

= 0 (1)

ρ(ϕ)( ∂ui
∂t + uj

∂ui
∂xj

) =

− ∂p
∂xi

+
∂(2µ(ϕ)Sij)

∂xj
− ρ(ϕ)gδi3 + γκδx(ϕ)ni

(2)

Here, t represents time; ρ and µ denote the fluid’s density and dynamic viscosity, respectively; ϕ is
the level-set function defined as the signed distance from the air-–water interface, with positive values
in water and negative in air; p represents pressure; g is gravitational acceleration; δij is the Kronecker

delta; γ denotes the surface tension; κ = ∇ ·
(

∇ϕ
|∇ϕ|

)
at ϕ = 0 is the curvature of the air—water interface;
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δs(ϕ) is the Dirac delta function at the interface; n = ∇ϕ
|∇ϕ| at ϕ = 0 is the normal vector at the interface,

pointing from water toward air. Periodic boundary conditions are applied in the x and y directions,
and a no-slip boundary condition is imposed at the bottom of the water domain. At the top of the air
domain, the wind is driven by a constant shear stress τtop in the streamwise direction.

This DNS study investigated three distinct wave ages and two initial wave steepness values,
performing 100 simulations for each scenario to enable robust ensemble averaging. The simulations
consistently maintained the initial wind profile and wave configuration, varying only the turbulent
fluctuations. The findings indicate that at earlier wave ages, the impact of wave-induced motion on
total momentum flux and kinetic energy is minimal, suggesting that wind turbulence predominantly
governs airflow dynamics. However, as wave age increases, the influence of wave-induced effects
grows more pronounced. While wave spilling has a limited impact on wind turbulence, wave plunging
significantly alters turbulence statistics and flow structures near the wave surface [38].

During wave plunging, the dynamic interaction between the overturning jet and the air accelerates
the airflow in the streamwise direction. This process is marked by a significant increase in pressure near
the jet, leading to a transfer of momentum from water to air—a sharp contrast to the drag conditions
dominant before the wave breaks when confronted with steep waves. Consequently, wind speed near
the wave surface is significantly enhanced by the breaking process. Concurrently, a counterclockwise
rotating spanwise vortex is generated, and its scale expands with the progression of wave age. This
large vortex causes considerable disturbances in the surrounding airflow, substantially amplifying
both Reynolds shear stress and TKE nearby.

At earlier wave ages, turbulence above the wave crest experiences a transient enhancement during
the initial plunging phase, characterized by a temporary increase in KE-F. Detailed analysis indicates
that this enhancement originates from a peak in the total momentum flux profile, induced by the
disturbances from the plunging wave. As the wave ages further, KE-F above the wave crest continues
to rise during plunging phases, owing to a shift from negative to positive in KE-F production. This
shift reflects changes in the wave-coherent momentum flux, indicating how different mechanisms
influence transient increases in KE-F at varying wave ages. Notably, at intermediate wave ages, these
dynamic processes do not occur, resulting in no observed transient growth in KE-F.

In conclusion, the insights obtained from DNSs are useful for delving into the intricate physical
processes associated with wind interaction over breaking waves. As computational capabilities
advance, there is potential for more detailed, high-resolution simulations of increasingly complex
scenarios. For instance, employing the wave-focusing method could simulate breaking waves
influenced by wind, capturing the historical effects of wind on wave geometry. Such an approach would
necessitate considerably larger computational domains in the streamwise direction. Furthermore,
the integration of laboratory and field measurement data into these simulations would significantly
enhance their realism [39].

2.6. SPH Simulations of Real Sea Waves Impacting a Large-Scale Structure

The Pont del Petroli, a decommissioned pier located in Badalona, Spain, holds significant historical
and social significance. This structure suffered extensive damage during Storm Gloria that struck
southeastern Spain in January 2020 [40]. In preparation for the pier’s reconstruction, a detailed
evaluation of the wave-induced forces that led to its structural failure is imperative. To support
an upcoming experimental campaign concerning this effort, the authors utilized an advanced CFD
code. The simulation used the SPH method, specifically configured to replicate the conditions during
Storm Gloria. Considering the substantial computational demands of a full 3D simulation, inlet
boundary conditions were implemented to generate waves proximate to the pier structure. The
numerical analysis revealed that the forces exerted on the pier during the storm surpassed its designed
load capacity, accounting for both its self-weight and accidental loads. The findings suggest that a
critical factor in the pier’s failure was the inadequacy of lateral soil resistance. This study represents
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an innovative application of SPH open-boundary conditions in modeling real-world engineering
challenges.

The use of CFD to explore fluid– structure interaction (FSI) and wave–structure interaction has
a well-established history in the structural analysis of both onshore and offshore facilities. Early
methods based on potential flow theory often utilized a velocity potential satisfying a simplified set
of governing equations, generally the Euler equations, within the fluid domain. These conventional
approaches necessitated assumptions such as irrotational and inviscid fluid flow, adherence to linear or
nonlinear wave theories, and considerations of small displacements. However, for scenarios involving
severe wave breaking and extreme wave loads, employing the Navier–Stokes equations became
standard. This shift necessitated a detailed handling of viscous terms and the complexities of the
air–water interface. Generally, these equations are discretized on 2D or 3D grids using FVM or FEM.
The advancement of powerful computing hardware, including central processing units (CPUs) and
graphics processing units (GPUs), has significantly enhanced the efficiency and feasibility of these
methodologies, enabling detailed analyses of real-world problems.

Figure 8 illustrates each structural element. Notably, the piles beneath the pile caps are inclined
at an angle of 7.5° from the vertical and are anchored approximately 6 m into the sandy seabed,
as detailed in the original design report. All data presented here are sourced from this report and
have been reviewed for accuracy. The water depth and beach profile at the Pont del Petroli site have
significantly changed since the pier’s initial construction. The pier was originally designed for a
maximum water depth of 12 m at the base of the platform; however, both the water depth and seabed
slope have undergone considerable modifications. Between 2011 and 2020, LIM/UPC conducted 19
bathymetric surveys to monitor these changes, with the latest survey occurring immediately after
Storm Gloria. Figure 9 illustrates these changes, showing the original profile from the design report
in blue and the profiles just before and immediately after Storm Gloria in red. The x-coordinate is
measured from the landward side, starting at the footbridge’s beginning, with the toe of the platform
located at x = 240 m, and the seaward footbridge beam and platform extending from x = 216 m to x =
240 m. The vertical axis indicates distance from the mean water level, with positive values representing
an upward direction. The rear section of the pier, from the fourth pile cap to the shoreline, showed
minimal changes in bottom slope, generally maintaining an average slope between 1:30 and 1:25. In
contrast, the frontmost section, extending from the fourth pile cap to the platform, experienced the
most significant alterations, particularly in local water depth. Sand accumulation in this area led to a
decrease in water depth from the initial 12 m to nearly 9 m. While a relatively steady linear trend had
been observed in previous years, a sudden and marked change was recorded following Storm Gloria
in early 2020, with the measured water depth at the platform’s toe dropping to 8 m—a reduction of 4
m from the original design specification [41].

Figure 8. Beach profiles at Pont del Petroli. The original beach profile from the design report is indicated
by a blue line. In red, the two profiles surveyed by LIM/UPC before and after storm Gloria [40].
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DualSPHysics, an open-source SPH-based software, was used to simulate the interaction between
sea waves and the Pont del Petroli pier in Badalona, Spain. This structure suffered significant damage
during Storm Gloria in January 2020, which considerably impacted the Spanish coast. The storm led
to the loss of one of the footbridge beams and a pile cap, along with considerable damage to several
other structural components. The numerical model was developed with two primary objectives: (a) To
characterize the wave loads acting on the pier, facilitating the design and preparation for an upcoming
experimental campaign in the large-scale wave flume at LIM/UPC. (b) To provide preliminary insights
into the primary failure mechanisms that contributed to the damage observed during the storm.

To simulate conditions similar to those experienced during Storm Gloria, and because of the
absence of specific local wave data during the storm in Badalona, an initial wave propagation study was
conducted using the SWAN model. Visual assessments at the Pont del Petroli indicated wave heights
reaching 7–8 m, which exceeded the heights of both the pier platform and footbridge. Following the
storm, bathymetric surveys indicated significant changes in the seabed beneath the pier, with sand
accumulation leading to an average reduction of 1—2 m in water depth.

Initially, a 2D analysis was conducted under various wave conditions and water depths, with
wave heights ranging from 6.1 to 9.0 m and wave periods between 9.6 and 12.7 s. The initial water
depths at the pier’s toe varied from 8 to 10 m. The results from the 2D model, which detailed exerted
loads and wave-breaking patterns, were then compared to visual observations made during Storm
Gloria. Subsequently, two specific wave conditions were selected for more detailed 3D simulations,
corresponding to wave heights of 6.5 and 8.0 m, with wave periods of 12.0 and 12.7 s , respectively.
The water depth at the pier’s toe for these simulations was aligned with post-Gloria survey data,
approximately 8 m in the prototype.

While the 2D discretization closely replicated the layout of the LIM/UPC wave flume and
employed the same wave-generation system (a wedge-type wavemaker), an inlet boundary condition
was selected for the 3D simulations. Free-surface elevation and velocity data for the inlet area were
extrapolated from the 2D results. This strategy improved the efficiency of the 3D model by positioning
the inlet near the pier and wave breaking point, thus optimizing computational resources while
maintaining high accuracy. Horizontal and vertical forces were measured on three components: the
pier head platform, the initial pile cap, and the first seaward π-shaped beam forming the footbridge.
Existing formulas for wave loads on exposed jetties could not be directly applied, as they were
originally developed for jetties located on a horizontal seabed [42].

In this study, the numerical modeling did not directly simulate the piles themselves. Instead, the
forces exerted by the waves on the piles were calculated using Morison’s formula, which accounts for
slamming loads from breaking waves. The forces measured on the platform and footbridge beam were
then compared to the design loads, which factored in self-weight and accidental loads. For vertical
forces, the measured values were found to be comparable to or lower than the design specifications.
However, the horizontal forces—especially under the most extreme wave conditions (wave height H =
8.0 m, wave period T = 12.7 s)—exhibited larger values than expected.

These results provided a foundation for specifying the requirements for load cells and pressure
sensors for the upcoming experimental campaign at LIM/UPC. Key characteristics considered included
nominal force/pressure, breaking load, sensitivity, accuracy, and measuring ranges. Snapshots from
the SPH simulations indicated that for waves of this magnitude, the breaking process commenced
before reaching the platform. Consequently, the wave, now in a plunging state, impacted the front of
the platform, transferring a significant portion of its momentum to the structure. Some energy was also
dispersed through overtopping onto the platform deck and footbridge, generating downward-directed
vertical forces. In contrast, for waves with H = 6 m and T = 12 s, the waves approached the platform
without apparent breaking. While the loads on the platform were lower than under more extreme
conditions, the pile cap experienced greater impacts.

The forces acting on the pile cap were used to calculate the axial load transmitted to the two piles
beneath it. The horizontal force on the pile cap was then compared to the ultimate lateral resistance of

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 31 October 2024 doi:10.20944/preprints202410.2569.v1

https://doi.org/10.20944/preprints202410.2569.v1


17 of 24

the soil, considering factors such as embedded pile length and eccentricity. This analysis considered
both drag and slamming forces on the piles due to wave action. The results indicated that the horizontal
force significantly exceeded the lateral soil resistance, although the axial loads on the piles remained
within acceptable limits.

The findings from this SPH simulation campaign support the hypothesis presented in the damage
report by the Badalona City Council, suggesting that the extensive damage observed after Storm Gloria
may have been caused by exceeding lateral soil resistance. The forces acting on the piles and pile cap
surpassed this resistance, leading to the overturning of the entire system comprising the piles and pile
cap. Consequently, the footbridge beam lost its support and slid into the sea [43].

2.7. 3D Modeling of Fluid-Structure Interaction with External Flow Under Earthquake Using Coupled LBM
and FEM

A previous study utilized a 3D FSI approach that integrated LBM for fluid dynamics and FEM
for structural behavior. To enhance computational efficiency when simulating external flow around
embedded pipes and their interactions with the surrounding environment, the pipes were represented
using 3D beam elements instead of shell elements. The study introduced an algorithm that details
the coupling process between these 3D beam elements and the lattice Boltzmann grids, facilitating
accurate modeling of FSIs at the pipes’ outer surfaces. The developed technique was applied to analyze
various numerical examples, enabling an exploration of FSI characteristics. This phenomenon is
particularly significant and complex in settings such as power plants and heat exchangers, warranting
detailed numerical analysis. Conventionally, structural analysis has predominantly relied on FEM,
while flow analysis has often utilized FVM. Consequently, coupling methods have been developed
to integrate FEM and FVM, thus effectively resolving FSIs. Furthermore, FEM has been used in
multiphysics problems, including FSIs, and has been combined with BEM to address interactions
involving structures and shock waves [44].

LBM is a relatively recent technique compared to established methods such as FVM, FEM, and
BEM. Developed primarily for fluid flow problems since the 1980s, LBM has proven efficient and
effective across various applications, including multiphase, turbulent, and thermal flows. LBM has
also been utilized to tackle FSI issues, such as flows around rigid structures in artificial heart valve
designs. Although there have been attempts to couple LBM with FDM or FEM for analyzing FSIs
involving flexible structures, these earlier techniques were mainly focused on 2D applications. As a
result, they face limitations in modeling interactions involving flows around pipes, especially in 3D
contexts [45].

LBM has undergone significant advancements over the last two decades since its origins in the
1980s. Initially derived from cellular automata and later integrating concepts from the Boltzmann
equation, LBM was developed to overcome the limitations of cellular automata. Cellular automata, first
introduced by von Neumann in the late 1940s, serve as a framework for building simple local models
that can represent complex global systems through localized rules. Typically, a cellular automaton is
structured as a regular lattice of cells, each associated with a set of Boolean variables, with local rules
governing how the states of one cell evolve in relation to its neighbors. However, cellular automata
face inherent limitations, primarily because of their dependence on Boolean quantities. To overcome
this constraint, LBM was developed, employing real-valued quantities instead [46].

This section discusses LBM formulations specifically designed for viscous flow scenarios without
considering the deformation of the fluid grid. In modeling the interaction between flexible internal
pipes and external fluid flows, pipes can be represented using either shell or beam elements within
structural finite-element analysis. Although shell-element models generally yield more accurate results
by effectively capturing local deformations and vibrations, such as cross-sectional ovalization or
localized wall buckling, they also require significantly higher computational resources, especially
when modeling multiple pipes. In contrast, beam-element models, while less detailed, provide a
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computationally efficient alternative for representing overall pipe deformations and vibrations when
local effects are minimal [47], [48].

In many practical applications, pipes feature relatively thick walls, rendering local deformations
or vibrations less critical. Additionally, given their elongated and slender characteristics, the overall
behavior of these pipes often becomes critical in analysis. To address this, a previous study proposed
an algorithm that connects lattice Boltzmann fluid grid points with the 3D beam elements modeling
the pipes. These beams were assumed to exhibit linear elasticity with small displacements, allowing
the deformation in the fluid grid to be disregarded [49].

Figure 9 shows a pipe within the fluid grid points from a cross-sectional perspective. Given
that 3D beam elements are represented as lines in finite-element analysis, it is crucial to accurately
represent the outer surfaces of the pipes within these beam elements to facilitate FSI at those surfaces.
During analysis, the outer surface of each 3D beam element is identified, and the fluid grid points
contacting this surface are marked for interaction. The steps to achieve FSI using lattice Boltzmann
grids and structural 3D beam elements are outlined below, accompanied by detailed algorithms for
each step [50].

Figure 9. 2D view of a pipe inside the lattice Boltzmann grid points. [51]

• Step 1: Identify the fluid grid points that interact with the external surface of the pipe, represented
by 3D beam elements.

• Step 2: Organize the fluid grid points such that each group corresponds to a specific 3D beam
element.

• Step 3: Calculate the representative surface areas for the identified fluid grid points.
• Step 4: For each beam element, compute the resultant pressure force at each fluid grid point,

ensuring the force direction is perpendicular to the beam’s surface. This force is then represented
as the equivalent nodal force of the beam element and is calculated for all fluid grid points linked
to that element.

• Step 5: Repeat the calculations from Step 4 for each beam element.
• Step 6: Perform a transient analysis of the 3D beam structure using the previously computed

fluid forces, along with specified boundary conditions and the prior solution state, over a defined
time increment.

• Step 7: Determine the nodal velocities of the beam structures from the structural analysis. Use
shape functions to calculate velocities at each fluid grid point in contact with the beam’s surface.
Apply these velocities to the fluid grid points through particle-distribution functions. Following
this, conduct fluid flow analysis using LBM for the next time increment.

• Step 8: Continue repeating the aforementioned steps as time progresses [52].

In prior research, a combined approach using both LBM and FEM was developed to address 3D
FSI problems, specifically focusing on external flow around pipes. In the structural finite-element
model, pipes were modeled as 3D beams instead of shells. This modeling approach simplifies the
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interaction with the fluid at the outer surfaces, similar to how shell elements function, making the
finite-element modeling of the pipes both straightforward and computationally efficient. The D3Q15
lattice was used for LBM in fluid modeling. The fluid and structural domains were solved sequentially,
exchanging fluid pressure and structural velocity data between them. Because LBM and FEM use
different variables at the grid points, a method was introduced to accurately decompose the structural
velocity into the particle-distribution functions within LBM [53–55].

3. Discussion

In the field of earthquake engineering, analytical work on civil engineering problems is
predominantly conducted through various numerical methods. In this section, these methods are
categorized into two tables, summarizing past research on the subject.

The numerical simulation of earthquake impacts on marine structures employs a variety of
advanced methods, each suited to capturing different physical phenomena relevant to structural
behavior under seismic loads. The finite-element method (FEM) is widely used for structural analysis,
offering precise modeling of stress, strain, and deformation within complex geometries. Computational
fluid dynamics (CFD) provides insight into fluid-structure interactions, especially when assessing the
effect of seismic events on surrounding water. The discrete-element method (DEM) is valuable for
simulating granular materials, such as seabeds, and understanding how they respond during seismic
disturbances. Blade element momentum (BEM) theory, though primarily used in aerodynamics, can be
adapted to evaluate structural components exposed to both fluid and seismic forces. The finite-volume
method (FVM) offers an alternative to CFD, ensuring numerical stability when modeling pressure and
velocity fields around structures during earthquakes. Direct numerical simulation (DNS) provides
detailed flow field solutions but is computationally intensive, making it suitable for small-scale
simulations. Smoothed-particle hydrodynamics (SPH) offers a mesh-free alternative, especially useful
for modeling large deformations and free surface flows, such as tsunami effects following seismic
events. Lastly, the lattice Boltzmann method (LBM) is gaining traction for its efficiency in simulating
fluid flows with complex boundaries, particularly in multiphase systems. The combined use of these
methods enables a comprehensive understanding of how marine structures respond to earthquakes,
accounting for both structural integrity and fluid-structure interactions.

As previously commented, there are different numerical methods for obtaining approximate
solutions to a wide variety of engineering problems. In recent decades, a lot of research has been done
on the numerical simulation of earthquake effects on marine structures, the main methods identified
in this research are presented in the Table 1.

Table 1. Methods for the numerical simulation of earthquake effects on marine structures.

ID References Methods Figures

1 [12]–[15] FEM 1
2 [16]–[19] CFD-DEM 2,3
3 [20]–[24] BEM 4
4 [25]–[30] FVM 5
5 [31]–[33] DNS 6,7,8
6 [34]–[40] SPH 9,10
7 [40]–[51] LBM-FEM 11

The classification of numerical methods based on their meshing approach, as shown in Table 2,
highlights the diversity of strategies employed for simulating complex systems, particularly in the
context of marine structures under dynamic conditions. Mesh-based methods, such as Orthogonal
Decomposition and Marker-and-Cell techniques, rely on structured grids to accurately capture
geometric details and solve governing equations. These methods are well-suited for high-resolution
simulations but can be computationally expensive for large, deformable domains. Mesh-free
methods, including Smoothed Particle Hydrodynamics (SPH) and the Fast Multipole Method,

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 31 October 2024 doi:10.20944/preprints202410.2569.v1

https://doi.org/10.20944/preprints202410.2569.v1


20 of 24

eliminate the need for predefined grids, making them highly effective for problems involving
large deformations, free surfaces, or complex boundary interactions. Their flexibility enables
simulations of scenarios such as wave impacts or sediment displacement during earthquakes. Hybrid
methods, such as the Particle-in-Cell and Lattice Boltzmann methods, combine the strengths of both
mesh-based and mesh-free approaches. These hybrid techniques offer a balance between accuracy and
computational efficiency, making them ideal for multiphase and fluid-structure interaction problems.
This classification reflects the ongoing advancements in numerical simulation, emphasizing the
importance of selecting the appropriate method based on the specific requirements of the marine
structure and seismic scenario being studied.

Table 2. Classification of works based on their meshing method.

Mesh Base Mesh Free Hybrid

simplified Order customizing [22,56] Particle Hydrodynamics [42] Fast liquid Dynamics [57]
correct Orthogonal Decomposition [31] Fast Multipole Method [58,59] Particle in Cell Technique [13]

Single value factorization [23,44] Method of Fundamental Solutions [50] swirl in Cell Technique[53]
Marker&Cell [37] bound Pointset Method [60] Lattice Boltzmann Method [61]

4. Conclusions

This review examined the current state of numerical modeling concerning earthquake impacts
within the marine domain. Configurations of CFD, FEM, DEM, FVM, and BEM models provide
cost-effective and efficient methodologies for investigating earthquake parameters under real-world
environmental conditions. However, their applications within the naval industry encounter limitations
related to numerical algorithms and computational resources. This review discussed various numerical
models used to simulate marine forces during earthquakes, highlighting a strong correlation between
the results from all models and experimental as well as theoretical findings.

Previous numerical models have also assessed the secondary load effects on structures during
wave breaking. In the existing models, the secondary load effect was marginally delayed compared to
experimental results. This discrepancy may be attributed to the use of an incompressible flow model
in the simulations, which restricted energy dissipation after wave breaking and led to variations in
secondary loads. Further research is necessary to accurately estimate the cycles of secondary loads
through numerical simulation.

Moreover, while the findings suggest that DNS is a useful approach for studying small-scale
physical processes related to wind over breaking waves, advancements in computational power
are necessary for high-resolution simulations of more complex scenarios. For instance, utilizing
the wave-focusing method could simulate breaking waves influenced by wind, enhancing our
understanding of how wind impacts wave geometry. This approach would require considerably
increased computational resources owing to the need for a larger domain size in the streamwise
direction. Additionally, integrating laboratory and field measurement data into the simulations would
improve their realism.

Numerical predictions have been validated through comparisons with experimental data and
existing numerical results from the literature. This review discussed the effectiveness of the numerical
methods in accurately describing the performance of marine structures under various operating
conditions. Specifically, reliable predictions of turbine thrust, torque, and power were achieved at
medium to high tip-speed ratios, where blade flow remains largely attached. Accurate predictions
were also made at relatively low tip-speed ratios, where flow separation and stall significantly impact
thrust loss and drag. Reliable predictions of turbine performance were observed for blade pitch settings
close to design specifications, although discrepancies in thrust and torque were noted under off-design
conditions.

Submarine structures have also been simulated by integrating CFD with DEM. For instance,
a dynamic-contact model was used in the discrete-element component to replicate the behavior
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of methane hydrate-bearing sediments. The fluid dynamics component accounted for the minor
compressibility of the fluid, and the Magnus force was included in fluid–particle interactions,
significantly affecting particle trajectories within velocities typical for submarine structures.

To improve the accuracy of numerical models capable of directly solving wave pressure, such as
3D models, further advancements are necessary. The parameter settings for earthquake impact
modeling remain viable and warrant further exploration. The insights provided will assist in
developing numerical simulation tools that can reliably predict the effects of earthquakes and their
hydraulic forces on marine structures. Future research can explore numerical simulation techniques
for near-field fluctuations of seismoacoustic scattering in marine environments during seismic events.
This includes free-field calculations to provide input for scattering problems, a unified computational
framework for FSI in internal domains, and the implementation of artificial boundary conditions.
Decoupling technology can be advanced through programming. The efficacy of these methods can
be validated by comparing them with existing results and confirming continuity conditions at the
interface. These methods can utilize concentrated-mass explicit finite elements and local-transmission
artificial boundaries, avoiding the need to solve large equations, facilitating parallel computations, and
ensuring high efficiency, making them suitable for simulating large-scale marine scattering problems.
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