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Abstract: The origin of life has previously been subject to numerous studies and hypotheses. Typically, related 

models focus on the emergence of chemical networks such as the RNA world or the Krebs energy cycle. Here, 

the onset of life is described as a symmetry-breaking kinetic phase transition of the II. kind. The novel symmetry 

of life is the arbitrariness of code that is fundamental to symbolic information processing, coining all forms of 

life from the very beginning. Symbols evolved from non-symbolic, structural information of the inanimate 

physical world. The responsible transition process had been discovered a century ago in behavioural biology, 

regarded as 'ritualisation'. Physical properties of this transition include neutral Lyapunov stability and critical 

fluctuations of the associated Goldstone modes. As a conceptual model, a hypothetical simple molecular 

ritualisation process is suggested, along with the emergent semiotics of symbolic information processing. 
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Scientists are led into the problems of evolution, 

 and, ultimately, of the origin of living matter. 

Hermann Haken, 1977 

[In] the evolution of biomolecules, … an intimate connection exists 

 between dramatic changes on the microscopic, molecular level, 

 and changes on the macroscopic, phenotypic level. 

Hermann Haken, 1982 

1. Introduction 

“The origin of life is often seen as the mother of all chicken-or-egg problems. Scientists could 

never figure out which came first, the informational molecule or the functional molecule. … To solve 

the origin-of-life conundrum, scientists needed somehow to find a molecule that could play both 

rules – carry the information, the code for life, and reproduce that code all by itself” (Cech 2024: p. 

111). 

From ancient Greek philosophy to date, under varying perspectives, a wealth of studies has been 

published about the dualism between physical objects and their symbolic representations, between 

realities and their shadows (Plato 375 BCE), between sensation and reason (Kant 1787), between deed 

and name (Feuerbach 1848), between real structures and their mental images (Hertz 1899), between 

things and signs (Oehler 1990, Coeckelbergh 2020), between body and mind/soul (Sebeok 2001, 

Mendie and Udofia 2018, Meincke 2023, Clark 2023), between targets and vehicles (Facchin 2024), or, 

very generally, between physics and semiotics (Pattee 2001) or object and subject (Pattee 1982, 2015). 

“Physics is about natural laws, while semiotics is about code processes” (Kull 2007: p.167). 

Previously, general relations between semiotics and life, especially human life and 

consciousness, have often been emphasised. “Phenomena and symbols have function and meaning 

only if they arise in the context of the memory of the individual self. Individual symbols make sense 

only by virtue of their interpretation that depends on an organism’s genetic and cognitive symbol 

system” (Pattee 2015). “Humans are instances of physical symbol systems, and, by virtue of this, mind 

enters into the physical universe” (Newell 1980: p. 136). “There could not have been semiosis prior to 
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the evolution of life” (Sebeok 1997: p. 436). “The world of sign-likes appears as a stage of evolution 

that was preceded by a world of not yet sign-likes” (Nöth 2000: p. 135). “Sign systems embrace all 

living systems, and the roots of semiotics lie in biology… Sign science and life science are 

coextensive” (Kull 2001: p. 1,3). “The origin of life could have been related to a specific aspect of 

molecular semiotics, especially in the transition from molecules as the physical symbols of material 

units to molecules as the semiotic signs having the capacity of pointing to something else other than 

the molecules themselves” (Matsuno 2008: p. 131). “The origin of life cannot even be formulated 

without a better understanding of how molecules can function symbolically” (Pattee 1969: p.1).  

In the context of symbols being a characteristic of life, certain intrinsically associated aspects 

have only rarely been addressed yet in greater detail, namely, 

(i) the arbitrariness of symbols viewed as a specific kind of physical symmetry, 

(ii) the emergence of symbols as a molecular evolution process, understood as ritualisation, and 

consequently, 

(iii) the origin of life defined as a kinetic phase transition from “object” to “subject”. 

In the literature, the term “model” is differently understood by alternative authors. Here, models 

are simplified representations of real structures or processes (Stachowiak 1973). “The word ‘model’ 

… is used … to mean an approximate description of an aspect of reality, with this description being developed 

for a specific purpose“ (Willink 2013: p. 16). Representing something else than themselves, also models 

are special, typically complex symbols, consisting of structured sets of simpler symbols (Feistel 

2023a). Prediction models are indispensable for active living beings; the selective advantage offered 

by exploiting such models was the actual evolutionary driving force for the emergence of symbols 

(Feistel 2023b). The very first coded gene, that is, an ordered set of mutually related molecular 

symbols, is the very first prediction model as a recipe for future survival. 

In order to bring together here the fairly distinct topics of the chemical origin of life, behavioural 

ritualisation, semiotics of symbols and physical phase transitions, in this paper literal quotations and 

related key properties of tutorial examples are considered. Structural information is distinguished 

from symbolic information in Section 2. Semiotic arbitrariness, or code symmetry, is introduced in 

Section 3. Kinetic phase transitions far from thermodynamic equilibrium, in particular those of the 

second kind, and their symmetry transitions are the topic of Section 4. Far from thermodynamic 

equilibrium, usual passive physical systems need to become active, self-reproducing, competing 

individuals as a first step on the way to life, discussed in Section 5. Choosing beneficial such activities 

requires decisions based on prediction models which exploit symbolic memory. “Records require 

some form of material symbols that represent the events and an agent that interprets the symbols” 

(Pattee and Rączaszek-Leonardi 2012: p. 2). The universal phenomenon of the ritualisation transition 

in evolution processes, responsible for the emergence of symbolic information, is briefly explained in 

Section 6. All those previous features are joined then in Section 7, suggesting a conceptual stepwise 

process leading from the chemistry of ribonucleic acid (RNA) to the primordial genetic code, where 

the phase transition to life is identified with the emergence of the very first symbols. “This largely 

arbitrary symbol-matter relation first appears with evolvable self-replication, which I define as the 

origin of life” (Pattee and Rączaszek-Leonardi 2012: p. 2). 

2. Information 

Communication is transfer of information. This article is about symmetry of communication. “As 

a physicist, I want to know how to distinguish communication between molecules from the normal 

physical interactions or forces between molecules which we believe account for all their motions” 

(Pattee 1969: p. 1). To present an instructive example, in their book about the origin of biological 

information and order, Haken and Haken-Krell (1989) describe two different situations of 

information transfer. On the one hand, there is information in the sense of Shannon. “Shannon’s 

[encoded] information does not possess any semantics. … Information is similarly contained in a 

scientific publication as in a construction plan of a house. … Information cannot be transferred 
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without information carrier. … Information transfer means elimination of [the receiver’s] 

uncertainty” (Haken and Haken-Krell 1989: p. 37, 38).  

On the other hand, there is also information in the sense of physical interaction of atoms in a laser. 

“A single, coherent wave … informs the single atoms how they have to oscillate in time with one 

another. … This coherent wave acts as ‘informator’ for the single atoms. At the same time, in the form 

of coherent light, it also informs the environment about the internal state of the laser” (Haken and 

Haken-Krell 1989: p. 55). A similar kind of information is analysed by Hawking (2018).  »Hawking’s 

information paradox« is a phenomenon that results from the inconsistency between microscopic 

“conservation of quantum information” (Braunstein and Pati 2007, Roncaglia 2019) and macroscopic 

irreversibility of black hole growth (Almheiri et al. 2020). 

In the following, those two alternative forms of transfer of just “information” will rigorously be 

distinguished from one another with respect to their carrier properties involved (Ebeling and Feistel 

1994, Feistel and Ebeling 2011, Feistel 2017a, 2023b). The first form will be regarded as symbolic 

information (or free information) for the reason that the related information carrier is in the form of 

symbols or signs. “All fundamental laws are expressed in mathematical symbols, and the result of 

measurements is symbolic information. … Symbols are the carriers of communication between 

individuals and thus decisive for the possibility of objective knowledge” (Pattee 2015). 

The second form will be termed structural information (or bound information) because it is 

transferred by natural physical interaction rather than by any kind of code encrypted by convention 

between sender and receiver. A text typed by a journalist, distributed in a newspaper and understood 

by the reader, communicates symbolic information. By contrast, the shaking ground of an 

earthquake, propagating to a city and damaging houses there, is structural information transmitted 

by the quake, transferred by the ground and received by the house. The meaning of structural 

information is objective, independent of any receiver, while the meaning of symbolic information is 

subjective, depending on the contextual properties of transmitter or receiver. 

Several further general properties of structural information may be mentioned (Feistel and 

Ebeling 2011: p. 370), namely: 

(i) Structural information is inherent to its carrier substance or process. Information cannot 

loss-free be copied to any other carrier or identically multiplied in the form of additional 

physical instances. The physical carrier is an integral constituent of the information itself. 

The state of the physical context of the system is also an integral part of the information. 

(ii) There is no invariance of information with respect to structure transformations. Different 

structures represent different information. 

(iii) Structural information emerges and exists on its own, without being produced or 

supported by any kind of separate information source. No coding rules are involved when 

the structure is formed by natural processes. 

(iv) Over the relaxation time of the carrier structure, structural information degrades 

systematically as a consequence of the Second Law of thermodynamics, and ultimately 

disappears when the equilibrium state is approached. 

(v) Internal physical processes or external interference may destroy structural information; it 

cannot be regenerated or recovered. Periodic processes can rebuild similar structures but 

never exactly the same, in particular because the surrounding world is not the same again 

at any later point of time. 

(vi) Structural information is not represented in the form of codes. No particular coding rule or 

language is required or distinguished to decipher a structure.  

(vii) Structural information is a physical property; it is represented by the spatial and temporal 

configuration of matter, its governing laws are the laws of physics. 

(viii) Structural information is of physical nature and is independent of life. 
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(ix) Structural information is objective and has no purpose. 

By contrast, of symbolic information several other general properties may be reported (Feistel 

and Ebeling 2011: p. 367): 

(i) Symbolic information systems possess a new symmetry, the carrier invariance. Information 

may loss-free be copied to other carriers or multiplied in the form of an unlimited number 

of physical instances. The information content is independent of the physical carrier system 

used. 

(ii) Symbolic information systems possess a new symmetry, the coding invariance. The 

functionality of the processing system is unaffected by substitution of symbols by other 

symbols as long as unambiguous bidirectional conversion remains possible. In particular, 

the stock of symbols can be extended by the addition of new symbols or the differentiation 

of existing symbols. At higher functional levels, code invariance applies similarly also to 

the substitution of groups of symbols, synonymous words or of equivalent languages. 

(iii) Within the physical relaxation time of the carrier structure, discrete symbols represent 

quanta of information that do not degrade and can be refreshed unlimitedly. 

(iv) Imperfect functioning or external interference may destroy symbolic information but only 

biological processing systems can generate new or recover lost information. 

(v) Symbolic communication systems consist of complementary physical components that are 

capable of producing the structures of the symbols upon writing, of keeping the structures 

intact over the duration of transmission or storage, and of detecting each of those structures 

upon reading the information. If the stock of symbols is subject to evolutionary change, a 

consistent co-evolution of all those components must occur. 

(vi) Symbolic information is an emergent property; its governing laws are beyond the 

framework of physics, even though the supporting structures and processes do not violate 

physical laws. 

(vii) Symbolic information has a meaning or purpose beyond the scope of physics. 

(viii) In their structural information, the constituents of the symbolic information system 

preserve a frozen history (“fossils”) of their own evolution pathway. 

(ix) Symbolic information processing is an irreversible, non-equilibrium processes that 

produces entropy and requires free-energy supply. 

(x) Symbolic information is encoded in the form of structural information of its carrier system. 

Source, transmitter and receiver represent and transform physical structures. 

(xi) Symbolic information exists only in the realm of life. 

(xii) Symbolic information is subjective, depending on the processing context. 

“The invariance of free [symbolic] information with respect to the physical nature of the data 

carrier is not just a marginal property, but from the physical perspective it is its most important one” 

(Ebeling and Feistel 1994: p. 56). Symbolic information is qualified to be protected against the 

destructive, degrading impact of physical laws, such as the Second Law of thermodynamics, which 

inevitably acts on the structural information from which the symbolic information once had 

originated. Only the symmetry of symbolic arbitrariness empowers living structures to preserve and 

exploit their information collected and inherited in tiny fragile molecules through billions of years of 

survival experience. 

3. Code Symmetry 
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Previously, numerous authors have emphasised and described the fundamental arbitrariness of 

symbols and its relevance for communication processes (Plato 430 BCE, Leibniz 1904, Oehler 1995, 

Nöth 2000, Coeckelbergh 2020, Çengel 2023). “If the [communication] channel sequences are not 

already sequences of binary digits, they can be ascribed binary numbers in an arbitrary fashion and 

the binary code thus translated into signals suitable for the channel” (Shannon and Weaver 1964: p. 

60). “The origin of languages and messages is inseparable from the origin of arbitrary rules. It is a 

general property of languages and symbol systems that their constraints are arbitrary in the sense 

that the same function can be accomplished by many different physical and logical structures” (Pattee 

1969). “We can formulate this as the principle of code plurality - which states that any text, any sign, any 

semiosis assumes the co-existence of several codes, of many codes” (Kull 2007: p. 174). “As the central 

dogma of semiotics, it can be stated [that] any property of a physical medium can serve as a sign vehicle 

of any type referring to any object of reference” (Deacon 2021). With different emphasis on certain 

aspects, the varying nomenclature of “arbitrariness” may include “conventionality”, “carrier 

invariance”, “code invariance”, “code symmetry”, “code plurality”, “neutral Lyapunov stability”, 

“Goldstone mode”, “Goldstone boson”, “indifference”, “criticality” or “degeneracy”. The rule that 

defines the interpretation of a symbol is sometimes regarded as a “convention”, a “protocol” or a 

“code”. 

In relation to their meaning, symbols may even possess stacked levels of arbitrariness (Lacková 

et al. 2017). Languages, for example, may vary in their alphabet used, in their wording, in their local 

dialect or tongue spoken. Genetic codons have a meaning in the amino acid they represent, in the 

protein they form, in the kind of cell or tissue they belong to, in the traits, the shape and functioning 

of the organisms, and finally in the selective values of the individual or the species in a “phenotypic” 

or “fitness landscape” (Wright 1931, Feistel and Ebeling 1982, 1983, Ebeling et al. 1984, Kauffman and 

Levin 1987), see Section 3. Hierarchically, at the lowest level this arbitrariness may be the irrelevance 

of the kind of ink used for writing on paper, or of the hardware used to store a computer bit. At 

advanced levels, arbitrariness is related to the freedom of choosing different models for the simplified 

representation of the same given object (Feistel 2023a) or to Turing’s computational universality 

theorem, saying that the algorithm implemented on one digital computer may be performed as well 

by any other digital computer. “This special property of digital computers, that they can mimic any 

discrete state machine, is described by saying that they are universal machines” (Turing 1950: p. 441). 

A formal example from biology may illustrate genetic arbitrariness of organisms. “Evolution 

requires the genotype-phenotype distinction … that separates energy-degenerate, rate-independent 

genetic symbols from the rate-dependent dynamics of construction that they control” (Pattee 2001). 

Let a set g denote the collection of genetic (say, mRNA) sequences of an organism which control its 

phenotype. By translation, this genotype is interpreted as a set of enzymes possessing specific 

quantitative catalytic activities, say, 𝒆(𝒈). Changes of the genotype 𝒈′ are arbitrary at the enzymatic 

level if 𝒆(𝒈) = 𝒆(𝒈′) . Such changes may include the replacement of a certain codon by another, 

redundant one associated with the same amino acid, but as well the replacement of the whole genetic 

code system by modified or extended one. Via modified tRNA identifiers, such an alternative system 

may associate other codons to the given set of amino acids.  

At another, higher level, the enzymatic properties are responsible for the organism’s set of 

quantitative phenotypic properties, say, 𝒒(𝒆) . Changes of the genotype 𝒈′  are arbitrary at the 

phenotypic level if 𝒒(𝒆) = 𝒒(𝒆′), even if those changes are not necessarily arbitrary at the enzymatic 

level, 𝒆(𝒈) ≠ 𝒆′(𝒈′) . At the top level of this hierarchy, the selective value 𝐸(𝒒) , that is, the net 

reproduction rate of an individual, depends on the phenotypic traits, 𝒒. A mutation 𝒒′ is regarded 

as neutral (Kimura 1983, Muñoz‑Gómez et al. 2021), or arbitrary at the selection level, if it does not 

affect its selective value, 𝐸(𝒒′) = 𝐸(𝒒).  

The number, n, of different phenotypic properties of an individual is typically large. A given 

phenotype may be represented by a point 𝒒  in an n-dimensional phenotype space (Fisher 1930, 

Wright 1931, Conrad 1982, Feistel and Ebeling 1982, 1983, 2011, Ebeling et al. 1984, Feistel 1984). 

Subject to selective pressure, in the course of evolution, the point 𝒒 representing the phenotype is 
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driven to move along the gradient of the phenotypic landscape, see Figure 1, to increase its selective 

value at maximum steepness, 
d𝒒

d𝑡
~

𝜕𝐸

𝜕𝒒
 .          (1) 

 

Figure 1. In the n-dimensional phenotype space, evolution of a phenotype 𝒒 proceeds to higher selective values 

𝐸(𝒒) in direction of the steepest ascent, that is, along the gradient of the fitness landscape, perpendicular to the 

(n – 1)-dimensional hyperspace 𝐸(𝒒) = const. Random mutations within that hyperspace are selectively neutral, 

i.e., arbitrary, even though they may change the genotype or the phenotype. 

In a high-dimensional phenotype space, the manifold of phenotypes with equal selective values, 

𝐸(𝒒) = const, is a high-dimensional hyperspace just one dimension lower than the phenotype space 

itself. If random mutations happen at arbitrary directions in the full q-space, almost all of them will 

point to an adjacent state within that hyperspace. In other words, with respect to a given fitness 

landscape, the majority of mutations is locally neutral, i.e., arbitrary at the selection level (but not 

necessarily neutral at the phenotype level). In a feedback process, the evolution of phenotypes is 

gradually deforming the shape of the landscape 𝐸(𝒒) so that separate points belonging to the same 

neutral hypersurface 𝐸(𝒒) = const at some point of time may belong to different such spaces at later 

times. 

Note that dynamical equations similar eq. (1) are also valid for the quantum mechanics of 

electrons in random media such as amorphous solids (Ebeling et al. 1984). In that case, arbitrariness 

appears in the form of energetic degeneracy of quantum states. 

4. Kinetic Phase Transitions 

As a kinetic phase transition of the second kind, Haken (1970, 1977) described the change of the 

functioning of a laser from incoherently emitting light in a “lamp mode” at low excitation rates to 

coherent light emission in the “laser mode” at strong excitation. This transition is continuous but is 

breaking the system’s symmetry, in quite a similar manner as such thermodynamic equilibrium 

phase transitions do (Landau and Lifschitz 1966). “When studying the transition-region lamp laser, 

we shall find that the laser shows features of a second-order phase transition” (Haken 1977: p. 225). 

A similar example is the so-called Hopf bifurcation, namely, the spontaneous onset of self-sustained 

oscillations under supercritical conditions, such as of a bowed violin string (Schelleng 1974). In that 

case, the continuous time symmetry of the steady state below the threshold is replaced by a finite 

periodic symmetry of oscillations beyond the threshold.  

This second-order transition of the Hopf bifurcation is continuous because the oscillations 

exhibit zero amplitudes at the critical point (Feistel and Ebeling 1978). In the vicinity of the transition 

point, otherwise microscopic fluctuations grow to macroscopic amplitudes due to the weakness of 

restoring forces (mathematically, disappearing real parts of Lyapunov coefficients). This behaviour 
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is universal for transitions of the second kind (Nicolis and Prigogine 1987) and may be studied in 

detail by investigating stochastic chemical oscillations (Feistel and Ebeling 1978, 1989). “The 

occurrence of a periodic reaction is a process which is breaking the time symmetry in the same way 

as ferromagnetism is a process breaking the spatial symmetry” (Prigogine 1977: p. 156). 

A tutorial example for a (mathematical) phase transition of the 2nd kind is the percolation 

transition of random networks (Austin et al. 1959, Erdös and Rényi 1960, Sonntag et al. 1983, Allard 

et al. 2015). Consider N points (vertices) and K arrows (edges) which are directed from one randomly 

selected vertex to a different randomly selected vertex. There are 𝑁(𝑁 − 1)  different such vertex 

pairs in such a random directed graph. Let the ratio  

𝑐 =
𝐾

𝑁
           (2) 

be regarded as the graph’s coordination number. A graph is compact (i.e. completely occupied) if 

𝑐 = (𝑁 − 1) , and weakly coordinated (i.e. sparsely populated) if 𝑐 ≪ 1 . For a large such graph, a 

thermodynamic limit may formally be carried out by setting 𝑁 → ∞ , 𝐾 → ∞  at fixed finite 

coordination, 𝑐 = 𝑐𝑜𝑛𝑠𝑡. In weakly coordinated graphs, the probability 𝑃𝑐
(𝑙)

 to find a directed loop 

of edges of length 𝑙 is approximately 

𝑃𝑐
(𝑙)

≈
𝑐𝑙

𝑙
          (3) 

which at small values of 𝑐 decreases rapidly with the cycle length, 𝑙. The chance, 𝑃𝑐, to find 

any cycle in the thermodynamic limit of a weakly coordinated directed random graph is (Figure 2) 

𝑃𝑐 = {
1 − (1 − 𝑐) exp(𝑐)   for 𝑐 ≤ 1
1                                   for 𝑐 ≥ 1

       (4) 

Below the critical point, 𝑐 = 1, the graph consists of finite clusters only. Beyond the transition, 

the graph includes a “giant” (infinite) component and has a different symmetry therefore. The 

transition itself is continuous with a discontinuous slope which is smoothed out if the graph is finite 

or if only finite cycles are considered (Sonntag et al. 1981). 

At small 𝑐 ≪ 1, the probability 𝑃𝑐 is almost completely represented by the chance for binary 

cycles, 

𝑃𝑐
(2)

= 1 − exp(− 𝑐2 2⁄ ) ≈
𝑐2

2
 .        (5) 

 

Figure 2. The probability 𝑃𝑐, eq. (4), for a cycle to exist in an infinite random directed graph with coordination 

number 𝑐 exhibits a percolation transition at 𝑐 = 1. For weakly coordinated graphs, 𝑐 ≪ 1, this probability is 

dominated by the appearance of binary cycles, 𝑃𝑐
(2)

, eq. (5). Figure from Feistel (1979). 

In the “primordial soup” of the young planet Earth, coordination numbers for spontaneous 

catalytic networks have roughly been guessed to values like 𝑐 = 10−10 … 10−20 (Kaplan 1978, Feistel 

1979). Under similar conditions, only the shortest self-reproducing catalytic loops may have had a 

plausible chance to come into function as a spark to life, such as RNA producing its own mirror image 

(Shelke and Piccirilli 2014, Cech 2024), see Section 7. 

Observed historical evolution is a single realisation of a stochastic process. In such a case, as in 

thermodynamic phase transitions of finite systems (Stanley 1971), or chemical oscillations performed 

by a small number of molecules (Feistel and Ebeling 1978), transition processes typically appear in 
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softened form with strong fluctuations. Sharp, sudden transitions appear only in theoretical, idealised 

thermodynamic limits of infinitely large systems. With respect to evolution, such a fictitious limit 

may be imagined if an infinitely large ensemble of randomly evolving systems under equal 

conditions is considered.  

5. Activity, Prediction and Decision 

Multi-particle systems possess large numbers of degrees of freedom, such as three degrees of 

position and three degrees of velocity per mass point of a perfect gas. At thermodynamic equilibrium, 

almost all of those are subject to fast thermal motion, except, say, two such degrees of pure fluid, such 

as temperature and density. The latter quantities are termed “control parameters”, while the others 

are “slaved variables” whose statistical properties are functions of the control parameters, the latter 

ones considered as being fixed. At small deviations from equilibrium, additional modes of the system 

are observed to appear, known as “order parameters” (Haken 1977, Ebeling and Feistel 1982, Nicolis 

and Prigogine 1987, Feistel and Ebeling 1989, 2011), such as irreversible thermodynamic forces and 

fluxes. “The concept of order parameters had originally been introduced by Lev Landau” (Haken et 

al. 2016: p. 50). Governed by the system’s dynamical laws, order parameters vary on time scales of 

the observer’s interest; they change much slower than those of the slaved variables and much faster 

than those of the control parameters (Hahn 1974, Battelli and Lazzari 1985). 

With increasing distance from equilibrium, with more energy available in excess over the 

thermal background, the number of excited modes described by order parameters is typically 

increasing and their dynamics is becoming more and more complex. In particular, in dependence on 

the control parameters, the order parameters may undergo kinetic phase transitions (bifurcations) at 

certain critical points where the system may choose between alternative optional dynamical regimes, 

such as steady states, oscillations or chaotic attractors. Systems under such conditions may be 

regarded as “active systems” in the sense that their internal state or behaviour is no longer uniquely 

determined by the boundary conditions currently imposed or historically experienced. “The defining 

property of an active system is that of the energy input that maintains the system out of equilibrium. 

… The dynamics of such active entities breaks time-reversal symmetry” (Bowick et al. 2022: p.2). 

Active systems can make decisions in response to varying external conditions and may perform 

transitions even under persistent circumstances. Those decisions or activities do not necessarily serve 

a certain purpose or aim. Organisms (except perhaps viruses) are always active systems, but not all 

active systems are definitely alive. However, not-yet-living active systems are plausible candidates 

for physical structures at the threshold to life. 

Of central interest are active systems capable of individual growth and self-reproduction. If 

autocatalysis is excluded, derived from the mathematical theory of random graphs (Austin et al. 1959, 

Erdös and Rényi 1960), the most likely catalytic cycles in an under-occupied random chemical 

network are binary ones (Feistel 1979, Ebeling and Feistel 1979, Sonntag et al. 1981, Feistel and Ebeling 

2011), see Section 4. If such a cycle possesses “parasitic” catalytic side chains that form a droplet-like 

individual, such coacervates may grow at constant composition, and variants thereof may mutually 

compete with respect to their net growth rate (Feistel et al. 1980, Ratner and Shamin 1983, Feistel 

1983, Saakian and Red’ko 2018, 2021). Those conceptual droplets are active in the sense that they can 

grow, divide, consume energy-rich chemicals and release metabolic residues. Their stoichiometry 

represents structural information about how to survive by self-reproduction under persistent 

environmental conditions. Under changing external conditions, their internal reaction dynamics may 

pass critical points of bifurcation, where the droplet will choose, perhaps randomly, one of several 

optional branches to proceed. This choice will affect the droplet’s reproduction rate, that is, its 

selective value in competition with other coacervates.  

“For an organism the world must be predictable, otherwise it cannot live therein” (Eibl-Eibesfeld 

1998: p. 21). “Anticipatory acts or predictive behavior are prerequisites for living organisms to sustain 

their survival when escaping from a predator, catching prey, or schooling” (Nomura et al. 2019: p. 

267). “The method, though, which we always use for deriving futurity from the past, and therefore 

to gain the desired foresight, is this: we build for ourselves internal virtual images, or symbols, of the 
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external objects in such a way that the thought-necessary consequences of those images may always 

be images of the nature-necessary consequences of the external objects previously mapped” (Hertz 

1894: p. 1). What Heinrich Hertz described here for human mental prediction is valid in similar form 

for any prediction models of any organisms, including the very first ones. Beneficial action requires 

decisions derived from prediction models (Feistel 2023a). 

When an organism is passing genetic information to its offspring, it transfers and executes an 

individual symbolic prediction model. This inherited model represents successful experience from 

the past and is suggesting to perform the same kind of actions and to make the same decisions as the 

parent in order to survive again in the future. Such actions may include exploiting the same 

metabolism chemistry, and such decisions may include a way of avoiding dangerous and preferring 

helpful external food supply. The emergence of the very first such model, of the first genetic code, of 

the first symbols, may therefore be regarded as the beginning of life. Active self-reproducing 

individuals capable of making decisions will systematically gain selective advantage over other 

competitors if they remember previous decisions and repeat those beneficially in the future under 

similar circumstances. This faculty constitutes the key evolutionary driving force for the emergence 

of prediction models (Feistel 2023b). Inheriting previous experience is the key to unlocking the gate 

to Darwinian evolution. “How strong is the tendency to inheritance; that like produces like” (Darwin 

1911: p. 10). 

In particular, the ability of mammals to decide about their immediate activity on the basis of 

predictions of expected future situations is regarded as “deliberation” (LeDoux 2021: §45). “By using 

cognitive models, animals can predict before they act” (Pattee 2015). “Prediction is also the engine of 

action. … Action and perception form a single whole, jointly orchestrated by the drive to eliminate 

errors in prediction” (Clark 2023: p. 70, 71). “The animal is always ‘deciding’ which response to 

perform” (Williams 1994). “The primary task of all the prediction … is to help us stay alive” (Clark 

2023: p. 89). 

6. Ritualisation 

Originally discovered in behavioural biology a century ago, ritualisation is the general transition 

process from structural to symbolic information (Feistel 1990, 2017a, 2023b, Feistel and Ebeling 2011), 

creating an unprecedented kind of symbol. Due to transition continuity in combination with the 

emergence of a novel symmetry, namely, the arbitrariness of the symbols, ritualisation may be 

regarded as a kinetic phase transition of the second kind. This process may happen in very similar 

form in various different fields of self-organisation where symbols and information play a role. 

Quite apart from the origin of life, but as a tutorial, conceptual example for a ritualisation 

transition, the human division of labour may serve here. Long ago, a successful hunter may have had 

more food available than he could eat himself, but was perhaps lacking a crafted stony hand axe. 

Such things could be exchanged with mutual benefit for both partners of the deal, value per value, 

quid pro quo (Smith 1789). With the development of systematic such bargains at markets, universal 

exchange equivalents were introduced for completing a pending exchange process at a later point of 

time, or at another place, or with additional persons or goods involved. Those typical universal 

equivalents in the form of suitable commodities, such as pieces of gold or silver, pearls or feathers, 

had themselves an exchange value equivalent to that of the things given or taken. The currencies 

“pound” or “libra/lira” still remind us that weight was a numerical measure of value. „The 

introduction of coins completed the guarantee of the weight; the number appeared substituting the 

weight“ (Bloch 1906: p. 96). In advanced societies with centralised power of a king or government, 

valuable metallic coins could be replaced by fiat money, namely, by relatively worthless paper slips 

which give a symbolic promise of representing a certain amount of gold or silver, Figure 3, granted 

by a commonly accepted authority. 

Paper money is a carrier of symbolic information about a certain exchange value, while a piece 

of gold or silver is structural information, representing that value simply by itself. Paper money is 

arbitrary in the sense that it may be replaced, without affecting its meaning, at any time by a newly 

printed edition, or manipulated details against criminal fakes, or by entirely different design, shape 
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or material upon decision of the emitter. By contrast, a coin of gold cannot be replaced arbitrarily by 

something else without losing its meaning. The transition from gold to fiat money, from actual 

payment of the debt to a symbolic promise to pay that debt in the future, is a ritualisation transition 

in economy (Feistel 1990, 2017b), establishing a new kind of arbitrary symbol. Arbitrariness, or 

conventionality, of that money is the new symmetry. Modern symbolic crypto currencies exist as a 

kind of money only by convention of their users.  

 

Figure 3. British 10 ₤ banknote: “Bank of Scotland plc promises to pay the Bearer on demand ten pounds sterling 

at its registered office, Edinburgh” is printed on top of the note. Photo taken in 2015. 

Convenience and flexibility of fiat money has finally convinced modern countries to abstain 

completely from the previous “gold standard” with fixed mutual currency exchange rates. “The 

prewar gold standard was supported by a particular set of economic and political circumstances 

specific to that time and place. … By 1990, roughly 15 percent of all countries had moved to floating 

rates. By 2016, this share had risen to nearly 40 percent” (Eichengreen 2019). To the advantageous 

novel features and options that become available after a ritualisation transition belongs, for example, 

the accumulation of money as a fortune or of symbolic information as memory. This way, “a rate-

dependent dynamical state is coded into quiescent symbols” (Pattee 2001: p. 5). 

Paper money is used to symbolically document debts or assets of persons with respect to not-

yet-completed acts of exchange of goods or services. Modern digital money increasingly takes over 

this function by numerical bookkeeping of individual accounts on central computers of banks. While 

the physical appearance of banknotes and coins still resembles its origins as weights of valuable 

metals, the bits in the computer memory are completely arbitrary representations of their meaning. 

A ritualisation transition is fully completed only as soon as the original structural information 

transfer is completely replaced by a symbolic one. Money is received in return for a good or service 

given to others. Symbolic money represents “exchange value” (or price) but is itself practically 

without any “use value” (Smith 1789, Marx 1867). It has the only and ultimate purpose of being 

transformed back into the use value of a good or service provided by others. In similar form, this 

essence is universal for any symbolic information transfer. Symbolic information is received from 

structural information by a symbolisation process (such as perception, observation, measurement), is 

practically useless in its own right but unleashes its importance upon transformation back into 

structural information in the form of decisions or actions (Feistel 2023b). By the evolutionary 

ritualisation process, a flexible interface of symbolic information becomes sandwiched into a rigid 

structural information transfer chain, Figure 4, rendering also this chain flexible with respect to 

selectively advantageous modifications (Feistel 2017b). At the transition to life, symbol processing is 

implemented in a feedback loop between perception of the external world and acting on it (Feistel 

2023b), see Section 6. 
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Figure 4. Schematic of the emergence of fiat money in the exchange of goods (upper box) as an example for the 

evolutionary ritualisation transition, sandwiching symbolic information transfer as a flexible arbitrary interface 

in between given solid forms of structural information (lower box). 

Various ritualisation processes have previously been described in behavioural biology (Huxley 

1914, Lorenz 1963, Tembrock 1977, Osche 1983) with extensions to human social, cultural and 

technical processes (Koenig 1970, Wickler 1970, Klix 1980, Grammer and Eibl-Eibesfeld 1990, Wunn 

et al. 2015, Feistel 2017a). All these ritualisation processes are immersed in the realm of life with its 

pre-existing complex information processing facilities.  However, a ritualisation scenario at the 

beginning of life is in a less comfortable explanation situation in which there is no functioning life 

present yet when the ritualisation process starts to take place. A conceptual solution to this difficulty 

at the edge to life is the assumption of self-reproducing active systems, see Section 5. Those are 

individual entities (doplets, coacervates) containing a self-sustained catalytic loop supplied by 

energy-rich chemicals provided externally under non-equilibrium conditions. 

Julian Huxley’s (1914) original definition of ritualisation was “the gradual change of a useful 

action into a symbol and then into a ritual; or in other words, the change by which the same act which 

first subserved a definite purpose directly comes later to subserve it only indirectly (symbolically) 

and then not at all”. Later, Konrad Lorenz (1970) understood ritualisation as “a process by which 

behavioural or physical forms, or both, that had originally developed to serve certain different 

purposes for the species‘ survival, turned into symbols that serve the communication within a 

population”. By that time, the perhaps most abstract version was due to Günter Tembrock (1977), 

who declared ritualisation simply to be “the development of signal-activity from use-activity”. In this 

sense, being suggested here, the most general definition of the ritualisation transition may be the 

emergence of symbolic from structural information transfer (Feistel and Ebeling 2016). 

7. Molecular Ritualisation Scenario 

Chemically, ribose is an energy-rich, ring-shaped sugar molecule of five carbon atoms with short 

side chains. With a phosphate molecule acting as “glue”, stacked ribose rings can form long strings – 

a scaffold along which different nucleobases such as guanine G, uracil U, adenine A and cytosine C 

may be attached at each ribose ring. Such a string is termed ribonucleic acid, or RNA for short. RNA 

is an amazingly versatile structure (Fry 2010, Cech 2024). “RNA is thus the prime candidate for early 
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life’s supermolecule… Able to replicate and mutate, acting as both enzyme and gene, RNA performs 

operations that form more of itself” (Margulis and Sagan 1995: p. 84). “RNA indeed had information 

and function in the same molecule" (Cech 2024: p. 114). 

A key feature of RNA is its property to fold and cleave to itself, forming enzyme-like catalytic 

“ribozymes” (Cech 1989). In the “RNA World” model (Gilbert 1986), RNA is a preferred candidate 

for spontaneously formed molecules at the threshold to life (Müller et al. 2022). However, “the 

evidence that is currently [1987] available does not support the availability of ribose on the prebiotic 

earth, except perhaps for brief periods of time, in low concentration as part of a complex mixture, 

and under conditions unsuitable for nucleoside synthesis” (Shapiro 1988: p. 71). On the other hand, 

“ribose was found in carbonaceous chondrites. Its exogenous delivery onto the Hadean Earth could 

be a crucial step toward the emergence of the RNA world” (Paschek et al. 2022), and “a microdroplet 

environment … [may provide] a possible scenario for the spontaneous production of random 

ribonucleosides [i.e., ribonucleotides without phosphate group] necessary to generate various types 

of primitive RNA” (Nam et al. 2017: p. 36). "The reaction conditions needed to make the U and C 

bricks were quite different from the conditions needed to make A and G bricks, and the two sets of 

conditions were largely incompatible... [However,] cycling between wet and dry conditions allowed 

all four nucleotides to accumulate essentially in one pot" (Cech et al. 2024: p. 117). 

A chain molecule similar to RNA is desoxyribonucleic acid, DNA, which is chemically more 

stable and catalytically less active than RNA, and may form very long “rope ladders”. As its name 

suggests, desoxyribose molecules include one oxygen atom less than the related side chain of ribose. 

After the discovery of the DNA double helix by Watson and Crick (1953), numerous details of 

molecular genetics could be revealed, in particular also the table of the genetic code (Nirenberg et al. 

1965).  

Triplets of the DNA or mRNA chain molecules, the codons, are symbols representing amino 

acids to be assembled to proteins, following a convention as physically implemented by tRNA 

molecules (Eigen and Winkler-Oswatitsch 1981, Xie 2021, Cech 2024). Here, messenger RNA (mRNA) 

means a linear RNA strand, typically copied from a piece of DNA, and transfer RNA (tRNA) denotes 

a folded RNA whose one side may bind to a specific triplet of mRNA while the other side may bind 

to a specific amino acid. “Francis Crick raised in 1955 a purely theoretical adaptor hypothesis to 

explain how sequences of four nucleotides in a nucleic acid template determine sequences of 20 

amino acids in proteins” (Fry 2022). “However, solving this secret of DNA would ultimately require 

DNA’s own daughter – ribonucleic acid, or RNA” (Cech 2024: p. 11). The inherited genetic 

information of each living being is stored in DNA or RNA strands and is read as symbolic 

information. This is the current upper end of the genetic evolution process that transformed 

chemistry into biology, depicted in image (b) of Figure 5. 

On the other hand, at the lower end, image (a) of Figure 5, sparking that process, there must 

have been a beginning of molecular evolution, of merely spontaneous chemical self-reproduction 

(Eigen 1971). Here, this beginning is assumed to be a binary cross-catalytic loop, such as an RNA 

strand and its complementary sequence, enclosed in a droplet. If autocatalysis is excluded for its 

vanishing likeliness, a binary cycle is by far the most probable loop in a sparsely populated random 

directed graph (Feistel 1979, Ebeling and Feistel 1979, 1982, Sonntag et al. 1981, Feistel and Ebeling 

2011, Eigen 2013), see Section 4.  
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Figure 5. Schematic of a conceptual ritualisation scenario for the origin of life (Ebeling and Feistel 1982, Feistel 

1990). During the evolution from the primordial, structural chemical beginning up to the recent biological, 

symbolic genetic code there must have been a transition point at which symbols emerged: 

(a) Likely, molecular evolution had started from a catalytic cycle in a droplet. Catalysts may had 

been spontaneous random RNA strands and their complements, supporting as “ribozymes” the 

RNA self-reproduction as well as an enclosing membrane via “parasitic” side chains (Ebeling 

and Feistel 1979, Feistel et al. 1980, Feistel 1983, Feistel and Ebeling 2011). The linear RNA 

strand will be denoted here as “mRNA”, the catalytic ribozyme RNA as “tRNA”, for their 

similar roles in the recent translation process.  

(b) Present-day life utilises a translation apparatus that assembles large proteins from a sequence of 

amino acids that is controlled by a chain of symbolic codons, with arbitrary mutual assignments 

via tRNA “clover leafs” (Cech 2024). 

*Modified public domain image created by the National Human Genome Research Institute, 

National Institutes of Health (United States Department of Health and Human Services), 

https://commons.wikimedia.org/w/index.php?curid=13280126  

(c) Right before the ritualisation transition, mutation and selection of the droplet chemistry has 

resulted in a collection of different separate genetic strands (precursor of mRNA), each of which 

is translated to (precursor of) tRNA and subsequently, via intermediate catalytic steps, into self-

assembled primitive proteins with random sequences of available constituents.  

(d)  Separate mRNA strands become concatenated to a sequence of those segments which controls 

the successive assembly of only one primitive protein out of the many previous, randomly free 

combinations.  

(e) Identically repeated strands in the mRNA chain are redundant and error-prone; they may be 

replaced by shorter symbolic strands which no longer provide the full chemical information for 

the synthesis of the related protein fragment but will still maintain the information on the 

assembly sequence. 
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(f) The post-ritualisation arbitrariness of the symbolic strands permits their “weathering” and 

gradual reduction to minimum length, in parallel to the tRNA which constitutes the interpreter 

of conventionally assigned meanings of the symbols.  

Such an example could be a "hypothetical RNA self-replication in which small scraps of RNA 

bind by base-pairing to a preexisting RNA strand … and are then stitched together by a ribozyme... 

The product is a double-stranded RNA. The energy provided by sunlight then "melts" this double-

stranded RNA, separating it into its two strands. The [second] strand folds within itself to form a new 

ribozyme, while the [first] strand provides a template for another round of replication” (Cech 2024: 

p. 115). 

In homogeneous solution, the nonlinearity of catalytic feedback prevents gradual improvement 

by mutual competition between different molecules. Importantly, this qualitative selection behaviour 

is different if those molecules are enclosed in separate droplets which may grow at different speeds 

and compete by their total reproduction rates, that is, their selective values (Feistel et al. 1980, Feistel 

1983, Ratner and Shamin 1983, Fry 2010). "A bunch of molecules in a drop of liquid is ... not an 

organism... It needs to be encased in some sort of envelop... Envelops facilitate evolution… Protocells 

can grow and then divide, although not with the regularity with which modern cells undergo cell 

division” (Cech 2024: p. 122, 123). Assuming that the droplet’s relative stoichiometry, 𝒄, does not 

change during growth and division, then the droplet’s selective value, 𝐸, is given by an eigenvalue 

of the set of involved chemical rate equations, 𝒄̇ = 𝒇(𝒄), (Feistel et al. 1980, Feistel 1983, Feistel and 

Ebeling 2011), 

𝐸𝒄 = 𝒇(𝒄).           (6) 

"Yet the simplest definitions of life have just two basic requirements: a living thing must be able 

to reproduce itself, and it must be able to mutate" (Cech 2024: p. 110). Chemical self-reproduction is 

transfer of structural information from a parent droplet to an offspring droplet. Prior to the existence 

of symbols, this information may be denoted here as “genetic structural information”. Somewhere in 

between the structural information accumulated during the initial chemical evolution on one side, 

and the symbolic information controlling the later biological evolution on the other side, a transition 

between the two is to be expected. This critical point may be approached theoretically from both 

directions in a fictitious conceptual model.  

Seen from below, see image (c) of Figure 5, the single initial binary cycle in a droplet may have 

been quantitatively replaced by a collection of different such cycles with different side chains for 

catalytic support of various branches of the droplet’s metabolism. It is worth noting that such a 

network implies natural limitations of structural growth. If we think of 𝑛 such cycles, each of those 

giving rise a specialised catalyst through 𝑚 successive chemical mounting steps, the full support of 

each such step would require (𝑛 × 𝑚) different catalysts while only 𝑚 of those are available. That 

is, with increasing complexity of metabolism, the demand for catalysts is growing faster than the 

enzyme production capabilities of the droplet, so that the efficiency of such a system remains 

systematically restricted in its evolution. 

Seen from above, see image (f) of Figure 5, permitted by the arbitrariness of symbols, the modern 

triplets of mRNA may represent the final stage of a gradual but systematic shortening of previously 

longer identifiers, omitting redundant pieces of those. This process may have started from a coding 

system like that of Crick’s (1966, 1968) wobble hypothesis and subsequently evolving to the recent 

genetic code. As is generally known from any ritualisation processes, at some later stage the arbitrary 

code becomes frozen-in for stability and uniqueness of information management, and preserves in 

its details some residual structural information about its own evolution process.   

This process of reduction to short symbols may have commenced at a point where each identifier 

had provided the full structural information required for addressing a certain amino acid. At this 

stage, the tRNA sequence was identical with the complementary mRNA coding for that amino acid, 

image (e) of Figure 5. It is a general characteristic of the ritualisation transition that at this critical 

point, image (d) of Figure 5, structural and symbolic information are indistinguishable from one 

another. In this symmetry-breaking step, the formerly disordered set of mutually independent 
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mRNA strands is transformed into an ordered such set so that the mutual sequence of strands 

becomes a novel symbolic information. The partial strands turn into symbols of themselves in this 

ritualisation transition step where for the very first time molecules became symbols (Pattee 1969, 

Feistel 1990, 2023b, Feistel and Ebeling 2011, Deacon 2021). Converting genotypic symbolic 

information to phenotypic structural information, an organism is a "machinery that transforms the 

code of life into the stuff of life" (Cech 2024: p. 28). This way, assumingly, it had happened with the 

first ritualisation process ever. “With biology, the only rule is: whatever works. Once a system, 

however convoluted it may seem, starts to work well, it gets locked into place by evolution and 

becomes very hard to change” (Cech 2024: p 20).  

Before the ritualisation transition, it is assumed here that simple proteins were produced by 

random self-assembly from at least two different simple amino acids. Only few of those various 

sequences may have possessed relevant catalytic properties, so that the efficiency of such a random 

production method is low. The amino acids, in turn, may be produced by separate catalytic RNA 

molecules, taking both roles of modern mRNA and tRNA. “RNA can make proteins, in principle, 

without any DNA” (Margulis and Sagan 1995: p. 83). 

In the course of the transition, the separate RNA strands could be concatenated to longer chain 

molecules which not only identified the necessary amino acids but also the mutual sequence of their 

successive mounting to more complex catalysts. This transition is the replacement of a “workshop 

production” by an “assembly line production” of proteins with the related increase in efficiency and 

accuracy of the translation process. It is important to note here that the concatenation of RNA 

segments to longer units is the essential step which defines the succession of building blocks and 

permits the reduction of the full structural information of each segment to a minimum symbolic 

information to specify the assembly sequence. The assumed transition from many small, independent 

catalytic clusters to a few large such clusters has similarities with the percolation transition, see 

Section 4. 

The crucial step of this model may be emphasised here once more. Before the transition, a self-

replicating droplet contains at least one catalytically active sort of mRNA molecule in numerous 

instances/copies, as well as other molecules which belong to the same reaction network of that 

mRNA, likely including also certain of its error copies. This evolution stage is still mere chemistry, 

performing replication of structural information. As soon as those identical mRNA instances, 

together with some error copies, stick together and jointly form a longer chain, the relative position 

of those segments in the chain becomes a novel relevant structural information, instructing the 

subsequent catalytic assembly network to mount a specific building block. Repeated identical such 

segments become redundant then and may be reduced to shorter pointers referring to just the one 

original, complete mRNA segment. These arbitrary pointers, acting like names of procedures to be 

called, are the first symbols emerging in the ritualisation transition. Names of procedures, such as 

codons of a genetic prescription sequence, constitute arbitrary symbols for those procedures. 

8. Summary 

The description of the origin of life as a physical phase transition is a very general approach, 

independent of the specific terrestrial environmental conditions or of exceptional physical and 

chemical properties of certain organic molecules. As a ritualisation transition which results in 

emerging symbols that permit symbolic information processing, memory of past experience, and 

exploiting prediction models, this abstract description may also apply to processes very far from the 

terrestrial forms of life that are the only ones we are aware of yet.  

The struggle for survival of any living being, subject to Darwinian evolution, is active behaviour 

of complex, open physical systems far from thermodynamic equilibrium. The nonlinear dynamics of 

such systems includes bifurcation states at which a system decides between different branches of 

future states to be occupied. Some of those future states are more beneficial for survival than others, 

and the ability of systematically choosing the most promising options provides significant selective 

advantage. Causal prediction models deliver the proper information for such essential decisions. 
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Models, however, are complex symbols, consisting of structured sets of simpler symbols. The 

emergence of symbols is the central transition to the realm of life. 

Sun, moon and stars are carriers of structural information. Observing them may inform us about 

seasonal changes, tides and interplanetary forces. Books and images are symbolic information 

carriers; they may tell us anything. To understand the latter ones, knowledge is requisite of a 

convention about the meaning of letters, words, or screen pixels. Considered as the central dogma of 

semiotics, the relation between symbol and its meaning is fundamentally arbitrary; this is the new 

symmetry of symbolic information carriers in distinction to structural information carriers. 

Ritualisation is the emergence of symbolic information carriers from structural ones in the course 

of evolution. Ritualisation has properties of kinetic phase transitions of the 2nd kind, namely, that the 

transition is continuous and is breaking the symmetry. At the transition point, structural information 

carriers remain themselves structurally unaltered but take an additional new role of being symbols. 

The related novel arbitrariness of symbols corresponds to their neutral stability with respect to 

mutations; subject to fluctuations, symbols may gradually change by weathering, random drift and 

diversification. Neutral stability with respect to certain fluctuations means the absence of restoring 

forces which otherwise tend to attenuate those perturbations. However, despite its fragile stability, 

symbolic information carried by suitable physical structures may losslessly and repeatedly be copied 

or refreshed to render that information more durable than any structural information limited by its 

finite decay time. This unique feature enables life to inherit and perpetually exploit previous 

observations and discoveries made in a very distant past.  

Here, it is argued that starting from random chemical catalysts which may spontaneously be 

formed in aqueous solution, the origin of life on Earth occurred along with the emergence of a 

symbolic carrier of genetic information. As a recipe for future survival of offspring, this information 

represents an inherited prediction model. In a conceptual scenario of this ritualisation process it is 

suggested that in a self-reproducing droplet, it was especially the concatenation of separately 

available RNA strands that provided an assembly line for proteins and liberated its repeating 

segments to be arbitrarily modified and reduced to form the very first primitive genetic code.  
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