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Abstract: Single-stranded breaks (SSBs) are the most frequent DNA lesions threatening genomic integrity-
understanding how DNA sensor proteins recognize certain SSB types is crucial for studies of the DNA repair
pathways. During repair of damaged DNA the final SSB that is to be ligated contains a 5’-phosphorylated end.
The present work employed molecular simulation (MD) of DNA with a phosphorylated break in solution to
address multiple questions regarding the dynamics of the break site. How does the 5’-phosphate group behave
before it initiates a connection with other biomolecules? What is the conformation of the SSB site when it is
likely to be recognized by DNA repair factors once the DNA repair response is triggered? And how is the
structure and dynamics of DNA affected by the presence of a break? For this purpose, a series of MD
simulations of 20 base pair DNAs, each with either a pyrimidine-based or purine-based break, were completed
at a combined length of over 20,000 ns simulation time and compared with intact DNA of the same sequence.
An analysis of the DNA forms, translational and orientational helical parameters, local break site stiffness,
bending angles, 5’-phosphate group orientation dynamics, and the effects of the protonation state of the break
site phosphate group provides insights into the mechanism for the break site recognition.

Keywords: DNA; SSB; molecular dynamics simulation; helical parameters; 5 phosphate
orientational dynamics; break site recognition

Introduction

Deoxyribonucleic acid (DNA) is a macromolecular, double-stranded (ds), helical structure that
serves as the primary hereditary material in all living organisms (Alberts, et al., 2003). The structure
of DNA is characterized by its unique combination of four nitrogenous bases: adenine (A), thymine
(T), cytosine (C), and guanine (G) (Minchin & Lodge, 2019). The phosphodiester bonds connect these
bases, together with deoxyriboses, phosphate groups, and hydrogen bonds between nucleotides on
different strands, to form a stable double-strand helical structure (Watson & Crick, 1953) (Bowman
& Willams, 2023). The helical structure exposes the major and minor grooves that provide the
locations for protein binding and interaction (Rohs, et al., 2010). Any disruption of this structure that
interferes with the proper functioning of DNA may impact cellular functions and overall health of
the organism (Alhmoud, et al., 2021). Every single human cell experience thousands of DNA damage
every day (Milano et al., 2024), a consequence of both endogenous and exogenous influences
(Carusillo & Mussolino, 2020). Endogenous stress is normally encountered during DNA replication
or other specific physiological circumstances, such as DNA hydrolysis and oxidative reactions with
water and reactive oxygen species (ROS). Exogenous factors, including radiation (e.g., X-rays, UV-
light) and diverse chemical agents, contribute to extrinsic sources of stress on DNA (Lindahl &
Nyberg, 1972) (Lindahl, 1993).Both types of stress ultimately cause damage in DNA, usually in the
form of single-strand breaks (SSBs), the most common lesion, or double-strand breaks (DSBs) (Jeggo,
1998), where a bond between successive nucleotides in a strand is severed disrupting the structure of
DNA. When the damage occurs, it can significantly affect the structure of chromatin (the mixture of
DNA and proteins that form chromosomes in the cells of humans and other higher organisms) and
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can lead to chromatin remodelling, a crucial process in regulating DN A-associated processes (Wolffe,
1998) (Lans et al., 2012) (Menoni et al., 2017). Chromatin remodelling facilitates the repair enzymes’
access to damaged DNA, and the structure of chromatin often serves as a docking or signalling site
for repair and signalling proteins (Lans et al., 2012) (Menoni et al., 2017) (Karakaidos et al., 2020).
Improper remodelling will significantly impact several vital cellular processes such as DNA
transcription and replication (Lucas et al., 2011) (Lans et al., 2012) (Nair et al., 2017). Hence, DNA
breaks must be correctly and promptly repaired to maintain genetic stability (McKinnon & Caldecott,

2007) (Sirbu & Cortez, 2013). Otherwise, severe DNA damage can cause genetic mutations and
cause neurodegenerative diseases and cancer (Friedberg, 2008) (Bernstein et al., 2013) (Carusillo &
Mussolino, 2020).

Every single human cell experience thousands of DNA damage every day (Milano et al., 2024),
a consequence of both endogenous and exogenous influences (Carusillo & Mussolino, 2020).
Endogenous stress is normally encountered during DNA replication or other specific physiological
circumstances, such as DNA hydrolysis and oxidative reactions with water and reactive oxygen
species (ROS). Exogenous factors, including radiation (e.g., X-rays, UV-light) and diverse chemical
agents, contribute to extrinsic sources of stress on DNA (Lindahl & Nyberg, Rate of depurination of
native deoxyribonucleic acid, 1972) (Lindahl, 1993).Both types of stress ultimately cause damage in
DNA, usually in the form of single-strand breaks (S5Bs), the most common lesion, or double-strand
breaks (DSBs) (Jeggo, 1998), where a bond between successive nucleotides in a strand is severed
disrupting the structure of DNA. When the damage occurs, it can significantly affect the structure of
chromatin (the mixture of DNA and proteins that form chromosomes in the cells of humans and other
higher organisms) and can lead to chromatin remodelling, a crucial process in regulating DNA-
associated processes (Wolffe, 1998) (Lans et al., 2012) (Menoni et al., 2017). Chromatin remodelling
facilitates the repair enzymes’ access to damaged DNA, and the structure of chromatin often serves
as a docking or signalling site for repair and signalling proteins (Lans et al., 2012) (Menoni et al., 2017)
(Karakaidos et al., 2020). Improper remodelling will significantly impact several vital cellular
processes such as DNA transcription and replication (Lucas et al., 2011) (Lans et al., 2012) (Nair et al.,
2017). Hence, DNA breaks must be correctly and promptly repaired to maintain genetic stability

(McKinnon & Caldecott, 2007) (Sirbu & Cortez, 2013). Otherwise, severe DNA damage can
cause genetic mutations and cause neurodegenerative diseases and cancer (Friedberg, 2008)
(Bernstein et al., 2013) (Carusillo & Mussolino, 2020).

To prevent bond-broken damaged DNA causing severe pathological outcomes, DNA breaks
trigger a cascade of cellular responses that are aimed at detecting them promptly and repairing them
efficiently (Caldecott, 2008, 2022, 2024). These intricate cellular responses upon DNA damage,
collectively referred to as the DNA damage response (DDR) (Jackson & Bartek, 2009), represent a
sophisticated network that works to identify the DNA breaks and to facilitate DNA repair (Giglia-
Mari et al., 2011) (O’Connor, 2015). When the DNA break is detected by sensor proteins, alternative
DDR processes are initiated depending on the type of damage (Karagiannias & El-Osta, 2004)
(Dexheimer, 2013) (Brown et al., 2017) (Molinaro et al., 2021). For a thorough understanding of the
DNA repair processes, as a first step, one should understand the structural and dynamical properties
of damaged DNA itself, in particularly at the molecular level, and subsequently focus on how the
various types of DNA breaks may affect the ability of sensor proteins to recognize DNA damage that
ultimately triggers the DDR.

Phosphorylated DNA ends appear in multiple DNA-related biological processes, such as DNA
replication and DNA repair pathways (Huang & Zhou, 2021) (Song et al., 2023). During DNA
replication, several short pieces of DNA of the lagging strand are made by DNA polymerase called
Okazaki fragments, which contain nicks between each other, and these nicks need to be ligated by
DNA ligase I to properly finish the replication process (Ogawa & Okazaki, 1980) (Timson et al., 2000)
(Howes & Tomkinson, 2012) (Sallmyr et al., 2020). Several previous in vitro studies have
demonstrated that 5’-phosphate is required to maximize the effectiveness of DNA ligase I and III
during the ligation, which indicates that 5’-phosphate is a crucial component for certain enzymes to
initiate interactions with DNA (Timson et al., 2000) (Cherepanov & de Vries, 2002) (Howes &
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Tomkinson, 2012) (Cannan et al., 2017) (Sallmyr et al., 2020). In the DNA repair pathways, 5'-
phosphorylated breaks are preferentially recognized by specific proteins that subsequently activate
the DDR in the cell (Prasad et al., 1994) (Langelier et al., 2014) (Urrutia, et al., 2022). Although
structures of 5’-phosphorylated DNA with proteins have been reported (Obaji et al., 2018, 2021)
(Bilokapic et al., 2020), the molecular reasons as to how certain proteins are recruited to the break site
have not yet been fully understood (Caldecott, 2008, 2022, 2024) (Waters & Spratt, 2024). Therefore, a
comprehensive understanding of phosphorylated breaks and their influences on the local and the
overall (or global) behaviour of DNA molecules at the molecular level will further enhance insights
into the recognition process of DNA SSBs.

The molecular structure of different types of SSBs displays distinct features due to various forms
of endogenous and exogenous influences. Typically, SSBs contain an irregular 3’ terminus, 5
terminus, or both. These termini must be reinstated to 3’-hydroxyl and 5-phosphate moieties to
complete the repair (Caldecott, 2008, 2022, 2024). The term 5-phosphorylated (5'P) breaks are
referring to those lesions containing an unconnected phosphate group in the different protonation
states as shown in Figure 1.

Half-protonated

Figure 1. The molecular structure of a 5P DNA break: a) a 20 base pair DNA model with a break at a
cytosine base based on PDB id 6X0L; b) 5'P break in the protonated state, where hydrogens (in white,
in circles) are attached to both ends; c) 5'P break in the half-protonated state, where a hydrogen is
attached to only the 3’ end and the 5P is fully deprotonated.

The principal objective of the present work is to characterize the structural and dynamical
properties of such phosphorylated breaks in their natural state (that is, not bound to sensor proteins)
by examining a given 20 base pair (bp) DNA with a phosphorylated break on different nucleotides,
where the 5P is either protonated or fully deprotonated. Due to the current limitations of the
experimental techniques and the extensive variety of DNA damage types, experimentally
characterizing the structure and dynamics of intact and damaged DNA at the molecular level is still
extremely challenging (Lukin & de Los Santos, 2006) (Afonin, et al., 2021)

Molecular dynamics (MD) is a proven technology that provides detailed insight into the intimate
relationship between structure, dynamic, and function (Maginn & Elliott, 2010) (Salo-Ahen, et al.,
2020). Therefore, to achieve the aforementioned objective, we employed atomic molecular dynamics
simulations (ATMD) to study DNA breaks, where intact (undamaged) DNA with the same sequence
served as a reference. Several analysis protocols are also introduced for a proper and detailed analysis
of the given damaged DNA. Such computer simulations can greatly contribute to predicting and to
delineating at the molecular level the intrinsic mechanical and structural preferences of a double-
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strand DNA containing a single break. This predictive capacity could furthermore pave the way for
an extensive study of DNA malleability, encompassing both direct and indirect readout mechanisms.
While there has been MD studies on DNA, DNA-DNA and Protein-DNA interactions (Yoo et al.,
2020) (Esmaeeli et al., 2023), there are hardly any studies on the properties of damaged DNA as
previous computational studies of free DNAs were primarily focused on intact DNA structures
(Zhang & Collins, 1995) (Yamaguchi et al., 2002) (Bunta et al.,, 2006) (Dans et al., 2010) (Furse &
Corecelli, 2010) (Laughton & Harris, 2011) (Pérez et al., 2012) (Kruba et al., 2018). The findings of this
work are therefore expected to enhance the comprehension of the changes of the DNA structure when
introducing a SSB in the sequence: e.g., whether the motion of the dangling phosphate group at the
break site plays a specific role in the DNA repair enzymes’ recognition process or whether a particular
DNA structure (or “form”) exists for the SSB that may improve the chances of being recognized by a
DNA damage response protein.

Methods

Damaged DNA Templates

The DNA template containing a 5P break which has been studied in this paper was adapted
from the cryo electron microscopy structure of a 20 bp DNA containing double strand breaks
(cytosine) in complex with a DNA break sensor protein (ADP-ribosyltransferase PARP2) (Bilokapic
et al.,2020) (PDB id. 6X0L). To build an SSB model, one of the two breaks was manually repaired with
Pymol (Schrodinger & DeLano, 2020). Atom OP3 from the phosphate group was removed, and a
bond was created between the 5" end atom P and the 3’ end atom O3’. To further investigate the effect
of bp types on breaks, single strand breaks were created by replacing the break site cytosine (C) with
guanine (G), adenine (A), and thymine (T) separately in the structure, and the corresponding base
pair on the complementary strand was changed accordingly. In the text below, the phrase “X-break”
is employed to mean that the 5'P is attached to the corresponding nucleotide, X being either ‘A’, ‘C’,
‘G’ or ‘T". Also, the term “template” will be employed to generally refer to a 20 bp DNA with a X-
break. The templates employed in this study all have the same sequence except at the break site,
where a pyrimidine is replaced by another pyrimidine or a purine (Table S1 in the Supplementary
Information).

Charge Distributions of the 5" Phosphate Group

A phosphorylated SSB in DNA typically results from the hydrolysis of the glycosidic phosphate-
sugar bond. Since the typical force fields to date are created for intact molecules, non-standard
molecules like damaged DNA require additional parametrization of existing force fields (Mackerell
Jr., 2004) (Gonzalez, 2011). Previous studies have based their criteria for the parameterization of DNA
breaks on normal DNA ends or have computed their own parameters for some non-standard
nucleotides, such as different sugar nucleotides, 3’ phosphoramidate and manually introduced
breaks (Cieplak et al., 1997) (Petrova et al., 1999) (Yamaguchi et al., 2002) (Tucker et al., 2022). In the
present study, the 5’-phosphorylated break is very similar to the break that was previously studied
by Bunta (Bunta et al., 2006). They have computed the break partial charges by applying a Gaussian
electrostatic potential (ESP) charge fitting method and the restrained electrostatic potential (RESP)
model calculation (Frisch, et al., 2004) (Barly et al., 1993). Their parameters for the phosphate group
as well as the updated parameters of the bio-organic phosphate in the AMBER force field (namely,
ff99sb) were both employed and served as references to define the DNA 5P group in the present
work (Steinbrecher et al., 2012). In an actual cellular environment, once the phosphodiester bond
between the hydroxyl group and the adjacent phosphate group is severed, both ends will likely be
hydrated such that a hydroxyl group is attached to 5 end and a hydrogen is attached to 3" end
(Zenkova, 2004). Thus, hydrogens (with names H5T and H3T) were added to both ends for the
protonated state but one was excluded on the 5" end for the half-protonated state (Figure 1). All
bonded and non-bonded parameters in the original force field remained the same, except that the
angle © and angular force constant between the atom type OH, P and OS in the phosphate group
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were changed from 102.6 degrees to 115.8 degrees and 376.56 k] mol! rad? to 715.46 k] mol~ rad?,
respectively (Steinbrecher et al., 2012) (Sousa da Silva & Vranken, 2012) (Kagami et al., 2023). The
charge distributions of the phosphate group in different protonation states were adapted from the
standard AMBER force field and from those computed by the “acpype” server (Sousa da Silva &
Vranken, 2012) (Zgarbova, et al., 2011) (Kagami et al., 2023). The original charges of the other atoms
in the nucleotide remained the same and the charges were only redistributed over the phosphate and
its adjacent atoms, such as C5" and OY’, of the phosphate group. Table 1 lists the full set of various
charge distributions employed in the present work

Table 1. All phosphate group atomic partial charges (expressed in units of elementary charge, e)
employed in this work. They were derived from the AMBER force field (ff99sb) for intact DNA
strands (column 2), according to Bunta (Bunta et al.,, 2006) (columns 3 and 4), and based on the
“acypye” server (Sousa da Silva & Vranken, 2012) (Kagami et al., 2023) (column 5). The remaining
columns lists partial charges that were varied to describe the various protonation states of 5'P, that is,
charge sets1 to 5 are for the protonated 5P and the last column with header “half-pro” represents the
half-protonated case (see Figure 1). Atoms with charge values different from the standard AMBER
and/or the Bunta group force field are listed in bold face (except those from the Bunta group).
Columns with red header labels are charge sets that could not pass the energy minimization (columns
3 and 4) or the simulations eventually failed (charge sets 1 and 2 in columns 6 and 7, respectively).
The charges values listed as “-” in columns 3 and 4 were not provided by Bunta et al. (2006), so the
standard values were assumed from column 2. These values however resulted in non-integral value
for the total charge (bottom row). The difference in the charge distribution between charge setsl to 5
is the charge values assigned to atoms P, O3P, H5T, and O5'. For the half-protonated charge state, the
H5T is removed and the charge value of the OPs of 5P were adjusted such that a total of +le is
removed so that the total charge changes to —3e.

Bunta group

Atom  Standard Charge  Charge  Charge  Charge

name AMBER Ga}t;;;lan RESP Acpype setl set2 set3 setd Charge set5 Half-pro
oz -0.5232 -0.7894  -0.5991  -0.5232  -0.5232 -0.5232  -0.5232 -0.5232 -0.5232 -0.5232
H3T 0.4396 -0.4529  0.3541 0.4396 0.4396 0.4396 0.4396 0.4396 0.4396 0.4396
P 1.1659 1.3139 1.1436 1.4248 1.1559 1.1659 1.1659 1.1659 1.1659 1.1659
o3p - -0.6602  -0.5907  -0.7784  -0.5054 -0.4954  -0.4954 -0.4954 -0.4954 -0.6226
o2pP -0.7761 - - -0.8395  -0.7761 -0.7761  -0.7761 -0.7761 -0.7761 -0.6226
o1 -0.7761 - - -0.8395  -0.7761 -0.7761  -0.7761 -0.7761 -0.7761 -0.6226
H5T 0.4422 0.4563 0.4334 0.4280 0.2097 0.1897 0.1797 0.1697 0.1597 -
o5 -0.6318 - - -0.5902  -0.5043 -0.4943  -0.4843 -0.4743 -0.4643 -0.4943
c5 -0.0069 - - 0.1594 0.2064 0.2064 0.2064 0.2064 0.2064 0.2064
H51 0.0754 - - 0.0757 0.0021 0.0021 0.0021 0.0021 0.0021 0.0021
H52 0.0754 - - 0.0757 0.0021 0.0021 0.0021 0.0021 0.0021 0.0021
Total -1 -2.9121  -2.0378 -2 -2 -2 -2 -2 -2 -3

Molecular Dynamics Protocol

Molecular dynamics simulation for each intact DNA molecule was carried out with GROMACS
(version 2022) with AMBER £f99sb force field, all the damaged DNA was performed with the same
force field with modified parameters (Bekker, et al., 1993) (Zgarbov4, et al., 2011) and the various
charge sets listed in Table 1. The AMBER {f99sb force field has been reported to produce the most
optimized result for intact DNA simulations among other versions of amber force fields (Misra &
Yadav, 2022). Every initial structure of the DNA was solvated with SPC/E water molecules in a cubic
box and the minimum distance to the box edge was set to 1.0 nm (Toukan & Rahman, 1985)
(Berendsen et al., 1987) (Mark & Nilsson, 2011) (Campo, 2010). The box volumes for all the
simulations were always around 700 nm?. The system was neutralized by adding the counterions
(Na* and CI') up to a concentration of 0.15 M, which were randomly placed in the box. The system
was optimized (energy minimized) during a steepest descent energy minimization of 100 steps,
followed by two phases of 100 ps equilibration simulations carried out first in the canonical and
subsequently in the grand canonical ensemble to stabilize the temperature (300 K) and the pressure
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(1 bar) of the system, where each simulation was carried out with a time step of 2 fs. The Berendsen
thermostat and Parrinello-Rahman barostat were used to maintain the system at a fixed and desired
temperature (300K) and pressure (1 bar), respectively (Bussi et al., 2007) (Parrinello & Aneesur, 1981)
(Nosé & Klein, 1983). In the production simulation, a cutoff distance of 1.0 nm was applied for short
range Coulomb and van der Waals interactions, and the long-range electrostatic interactions were
calculated by the particle mesh Ewald algorithm (Darden et al., 1993). Covalent bonds involving
hydrogen atoms were constrained by the LINCS algorithm (Hess et al., 1997). A snapshot of the
coordinates of the system and the energy file were saved every 10 ps for subsequent analysis. For
each DNA molecule, a 1000 ns ATMD simulation was completed. The starting conformation for each
simulation of the DNAs is always the canonical B-form. The time step for the production simulation
was also 2 fs.

Conformational and Structural Analysis

The overall average DNA conformation, and double-strand helical properties of each DNA
template during the simulations were analysed by Bioexcel Building Blocks and MDanalysis python
program (Andrio, et al., 2019) (Michaud-Agrawal et al., 2011), which included the DNA geometry
properties, rotational and translational variations between intra-base pair (shear, stretch, stagger,
buckle, propeller, opening), inter-base pair steps (shift, slide, rise, tilt, roll, twist), DNA backbone torsion
angles (a, B, v, 9, ¢, C and ) (illustrated in Figure S1 of the Supplementary Information). DNA
structures, conformational states, or more commonly referred to as “forms” (B-form and its substates
BI/BII) are defined by sugar puckering conformations and the values of backbone dihedral e-C
(Ohyama et al., 2005) (Teletchéa et al., 2004). The total bending angles for each DNA template were
computed by Canal from Curves+, which compute the bending angle of each base pair along the
helical axis, accounting for the contributions of each nucleotide to ensure the accuracy of the overall
curvature of the DNA structure (Lavery et al., 2009). The stiffness at the base pair step level were
obtained through the inverse-covariance matrix method, which generates the stiffness matrices, and
the results presented below in Figures 5 and 6 are the average value of translational and rotational
properties over the simulation time series (Landau et al., 1981). Note that all the analysis results
presented here related to the conformational and structural properties always ignored the terminal
base pairs of the DNA since these often suffer from local deformations and consequently may affect
the accuracy of the overall analysis (Samanta et al., 2009).

5’-Phosphate Group Dynamics

As will be clear from the results, the phosphate group in 5’-phosphorylated DNA break was
observed shifting throughout a given simulation of damaged DNA. Given the possible relevance of
the 5'P for the repair of SSBs, a protocol is developed here to better analyse its motion. The phosphate
group’s position is classified based on its relative orientation into conformational states labelled as
outward, hydrogen-bonded, and other (Figure 2). The outward state is further divided into two substates,
outward 1 and outward II. A conformational state that is labelled as outward indicates that the
phosphate group is pointing off or away from the backbone. Relative to the chain direction (5" to 3),
for outward substate I the phosphate group is pointing to the right, whereas for outward substate II it is
pointing to the left. The two outward substates were defined by a specific distance doo between atom
O4’ to O2 (for a pyrimidine), O4’ to N3 (for a purine), and a torsion angle x (pyrimidine: O4’-C1’-N1-
C2; purine: O4’-C1’-N9-C4) (Figure 3). The parameter values applied here were derived from a
distribution for both x and doo (Figures S2-5). By analysing the coordinates and prominence of the
peaks in Figures 52-5, the criteria for sorting the outward states of the phosphate group were
established. The major peak, or outward I, corresponds to a dominant configuration characterized by
larger angles and distances, whereas the minor peak, or outward II, denotes a less frequent and
possibly transient state. The distance doo is for the outward I smaller than 3.5 A but larger than 3.5 A
for outward II. The range of torsion angle x is 0° to 100° for substate I and 100° to 180° for substate II.
These ranges also correspond to the standard nucleotide nomenclature of the N-glycosidic bond in
the syn and anti-configuration, respectively (Saenger, 2013). The hydrogen-bonded state was defined by
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the distance between 3’ end oxygen O3’ and any of the 5" phosphate group’s oxygens, which must be
smaller than 3.5 A, and the standard hydrogen bonding angle, which must fall in the range from 150°
to 180° (Brown, 1976) (Taylor et al., 1984). The distance distribution between the OP atoms and 3" end
O3’ is shown in Figure S6. Any conformational state that cannot be sorted into any of these three
states, is labelled as other. These distinctions facilitate a more precise categorization of the phosphate
group’s conformational dynamics, contributing to a deeper understanding of its structural and
functional behaviour.

b. Outward I ¢. Outward I1
3' 5I
3!

d. Hydrogen-bonded
e. Other

It:

Figure 2. Representative structures illustrating the various conformational states employed for the

3' 5

Chain direction

analysis of the phosphate group dynamics. Each conformational state is depicted in stick
representation, with elements color-coded as follows: P (phosphorus) in orange, O (oxygen) in red,
and N (nitrogen) in blue. All hydrogen atoms have been omitted to enhance the visibility of the
structural features. a) Structure of the damaged DNA (C-break) from 6X0L with one of the strands
repaired where the arrow indicates the direction of chain of the 5'P strand, the two outward substates
were identified based on this direction b) Outward substate I: the phosphate is positioned relatively far
away from both the 3’ end and the complementary strand, pointing to the right; ¢) Outward substate
II: the phosphate points to the opposite direction (to the left) compared to the outward state I,
resulting in a relatively short distance between the phosphate and the other strand; d) Hydrogen-
bonded: one of the phosphate group oxygens is close enough to the 3’ end hydrogen to form a transient
hydrogen bond identified by the dotted line; e) Other: the phosphate group orientation cannot be
assigned to any of the outward substates or the hydrogen-bonded state.
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Syn Anti
Pyrimid%
Purine B w

Figure 3. The syn- and anti-conformation in pyrimidines and purines. The torsion angle x (pyrimidine:
O4'-C1’-N1-C2; purine: O4’-C1’-N9-C4) is indicated by the white arrows; the distance doo (04’ to O2
for pyrimidine, O4" to N3 for purine) measured alongside with the torsion angle to distinguish the
two outward substates I and Il is shown as a black arrow.

Results

Charge Sets

Since the force field for damaged DNA with phosphorylated breaks is non-standard, an
evaluation is required whether changes in the charge distribution assigned to the phosphate group
in damaged DNA affects the outcome of the simulations. In Table 1, the two atom charge sets listed
with red column headers in columns 3 and 4, from the Bunta group (Bunta et al. 2006) with a higher
hydrogen atom (HS5T) charge value of around 0.44 in comparison to the other charge sets but
comparable to the standard AMBER force field, always caused failures during the energy
minimization steps with warnings from GROMACS indicating that the H5T kept on clashing with
oxygens in the phosphate group. This eventually led to fatal errors during the energy minimization.
Many attempts were carried out (such as shortening the energy minimization steps, applying
additional energy minimization rounds, and so forth), but GROMACS was never able to find a set of
coordinates representing a minimum energy conformation of the given DNA. Likely, AMBER’s force
field’s updated DNA parameters are not compatible with the old force field employed by Bunta et al.
(2006) or there were some other modifications in the force field not listed in the original paper (Bunta
et al., 2006) (Case, et al., 2006) (Salomon-Ferrer et, al., 2013;). Also, the overall charge of the damaged
DNA was in fact not an integer (Table 1, bottom row). These failed attempts do indicate that the
charge value of H5T may impact non-bonded interactions within the break site phosphate group,
especially between H5T and the two oxygens O1P and O2P (Figure 1).

For all other charge setsl to 5, the total charge of damaged DNA was always an integral value,
and, using the same simulation protocol, they worked smoothly without any error warnings across
all the energy minimizations and subsequent MD simulations, except for the charge sets1 and 2
(columns 6 and 7 labelled also with red column headers in Table 1, respectively) that eventually
failed during the MD simulations apparently due to too many unresolvable constraint warnings
again related to the atoms O3P and H5T. Two non-integral total charge value sets from the Bunta
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group (in columns 3 and 4) were also further tested by changing the partial charges of other atoms
not in the phosphate group such that an integral value for the total charge of the whole system was
obtained. However, the energy minimization attempts still failed. In the remainder of this work, no
further data is reported related to these charge sets (the two Bunta group charge sets, and charge sets
1 and 2, in columns 3, 4, 6, and 7 of Table 1, respectively).

Several properties, both global (for the full DNA molecule) and local (base pairs, and around the
break site), were calculated to judge whether there would be significant changes between the charge
sets.

DNA Form Analysis

Comparing intact DNA with damaged DNA, the DNA form population analysis revealed minor
changes for all X-breaks (referring to the different nucleotide to which the break site’s 5P phosphate
group is attached, X is either ‘C’, ‘G’, “A’, “T’) when employing charge sets 3 to 5 for the protonated
5P, and the charge distribution for the deprotonated 5P (“half-protonated”, abbreviated as “half-
pro”) (Table 1). Also, the case of a completely removed 5P from the break site (referred to as a
dephosphorylated break) was considered. The torsion angle pair C-¢ value was applied to compute
the population of Bi/Bu substates for each simulated DNA molecule. Between the two B-substates, the
dominance of the Br form in DNA is hardly affected by the presence of a break in the structure. The
Bi/Bu population results (Table 2, Figure S7) show that in solution all the DNA templates mostly
adopt the Br conformation (just over 80%), and Bu appears in a clearly lower proportion in all
simulations (about 15%). These observations are consistent with experimental data stating that the
co-exist ratio of Bi/Bu is close to 8:2 (Djuranovic & Hartmann, 2004) (Heddj, et al., 2010).

Table 2. The DNA B form analysis for intact DNA, and charge sets 3 to 5, half-protonated, and
dephosphorylated (“Non_P”) break for all X-breaks. Shown is the overall percentage of occurrence
(in %) for Br and B, respectively, including a measure for the standard deviation. A graphical
representation is provided in Figure S7.

Intact Set3 Set4

B1 Bu B: Bu B1 Bu
C-break 83.03+0.50 16.97+0.66 84.02+0.50 15.98+0.51 85.94+0.51 14.06+0.85
T-break 84.45+0.51 1555+0.78 84.73+0.50 1527+0.70 84.47+0.51 15.53+0.73
G-break 81.16+050 18.84+0.75 84.71+050 15.29+0.63 85.52+0.49 14.48+0091
A-break 81.79+0.53 1821+0.71 8194+051 18.06+0.82 86.11+0.48 13.89+0.77

Set5 Half-pro Non-P

B1 Bu B: Bu B1 Bu
C-break 86.06+0.51 13.94+0.83 85.52+0.49 14.48+0.80 84.81+050 15.19+0.68
T-break 8559+049 14.41+0.74 84.61+0.49 1539+0.77 85.53+0.49 14.47+0.68
G-break 82.71+048 17.29+0.68 85.48+0.48 14.52+0.85 86.25+046 13.75+0.72
A-break 8394+048 16.06+0.66 81.99+0.50 18.01+0.67 84.92+0.50 15.08+0.74

%

%

Helical Parameters

Whereas global properties such as the Bi/uratio are not very much affected by the presence of a
break site, local properties perhaps are. While comparing pyrimidines- (C- and T-breaks) and
purines-based breaks (G- and A-breaks) with intact DNA, it is important to note that the B-form
double-stranded DN As typically contain Watson—Crick base pairs due to the specific hydrogen bond
pattern, meaning a guanine (G) pairs with a cytosine (C) and an adenine (A) pairs with a thymine (T)
(Spenser, 1959). In this study, all the initial structures were in the B-form, and they do contain
appropriate Watson-Crick base pairs. To investigate possible local effects, the intra-base pair
parameters (shear, stretch, stagger, buckle, propeller, opening) (Figures S8-11) and the inter-base pair
steps parameters (shift, slide, rise, tilt, roll, twist) (Figures §12-15) were computed for each X-break (see
also Figure S1 for a visual description of these parameters). They were calculated in a comparable


https://doi.org/10.20944/preprints202410.2122.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 October 2024 d0i:10.20944/preprints202410.2122.v1

10

way for both the pyrimidines (C and T) and the purines (G and A). For their calculation, charge sets3
to 5 and the charge set for half-protonated 5'P were employed.

Intra-Base Pair

The translational parameters shear, stretch, stagger and rotational parameters buckle, propeller,
opening were considered to characterize the relative spatial displacement and rotation within any base
pair in the DNA (Saenger, 2013). Changes in the probability density (or distribution) and parameter
ranges of the intra-base pair parameters may reveal the impact of a break on the overall conformation
and the stability of damaged DNA relative to intact DNA (Bishop, 2008) (Bhattacharyya & Bansal,

1990).
Propeller
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Figure 5. The propeller property (an intra-base pair parameter) calculated for the given X-break
compared to intact DNA. Top row: C-break (left), T-break (right) (pyrimidines); bottom row: G-break
(left), A-break (right) (purines). Shown are the propeller X-break’s probability density functions. Intact
DNA: solid cerulean blue line; damaged DNA with charge set3: dashed pumkin orange; charge set4:
dashdot dark gray; charge set5: dotted mortar grey; half-protonated: densely dashdotted picton blue;
non-phosphorylated: dashdotted tenne orange.

As an example, the results for propeller are discussed here in some detail. Changes in propeller
affect the stacking interactions between adjacent bases, contributing for instance to DNA
supercoiling. As shown in Figure 5, relative to intact DNA, the pyrimidine-based breaks generally
display a narrower distribution, indicating a stronger and more stable base stacking. For the purine-
based breaks, a different behaviour is observed for charge sets3 and 4 as well as for the
dephosphorylated break in the case of the G-break and for charge set3 for the A-break. A narrower
distribution around one or two peaks suggests a more constrained (more rigid) overall structure in
the sense that the given DNA is predominantly in particular conformational states associated with
certain rotation angles as identified by the peaks. A flatter or wider distribution, like the ones for
intact DNA in the case of the purines, signifies the DNA’s ability to be in various conformational
states associated with a wider range of rotational angles, that is, it is less constrained or more flexible.
The G-break displays two peaks in the graph: charge set 3 has a major peak in the range (-50, 0),
indicating a larger propeller rotation angle, and a shoulder peak in (0, 100) indicating a smaller rotation
angle. For charge set4, a bimodal-like distribution is seen. Similarly, the two peaks in
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dephosphorylated G-break point to bimodal mode, suggesting that the given template has two
preferred propeller angles. That is, relative to intact DNA, this template preferable adopts two
different conformations. In conclusion then, these results indicate a degree of rigidification of a
template due to the presence of a break.

Noticeable changes were also observed for shear and stagger, which primarily highlight a local
distortion of DNA along the helical axis. Changes in shear can lead to a lateral misalignment of the
bases, potentially disrupting hydrogen bonding and base stacking interactions. Stagger variations
shift the bases along the helical axis, influencing the groove widths of the DNA, potentially affecting
the recognition of DNA by the other molecules, such as proteins.

For both the pyrimidines-based damaged DNA templates (Figure S8-9), shear exhibits a higher
peak, and a more confined area compared to intact DNA, suggesting that damaged DNA is overall
more rigid, in the sense explained above. In the purines-based damaged DNA templates (Figures
$10-11), intact DNA displays a flat-like distribution, while the damaged DNA templates exhibit a
more Gaussian-like distribution, but with some distinct features observed for each charge set
employed for the given break. Notably, the damaged A-breaks exhibit a significantly higher peak in
shear compared to the G-breaks, possibly indicating that damaged DNA with a A-break is more rigid
(constrained) than one with a G-break (Figure S10-11).

Generally, stagger typically displays two peaks for intact DNA, while for damaged DNA a single
peak remains except for charge set3 in the case of the G-break and for charge set4 in the case of the
C-break, both retaining the two peaks. There are distinct differences between pyrimidines- and
purines-based breaks in how the remaining peak shifts after introducing a break. For the pyrimidines,
the single remaining peak shifts to the left relative to intact DNA, whereas in purines, it shifts in the
opposite direction—to the right. Nevertheless, both shifts and the ultimate form of the distributions
suggest at a more rigid structure.

Stretch variations directly impact the hydrogen bonding between base pairs. A larger movement
in stretch, that is bases are further away from each other, may weaken hydrogen bonds possibly
leading to a more flexible and less stable DNA structures (here, instability refers to a partial
unwinding of the double helix structure). Conversely, a small change in stretch can strengthen
hydrogen bonding, resulting in a more rigid and stable structure. Stretch exhibits a similar behaviour
for all X-breaks, except for the G-break. While all others display a higher and narrower peak, that is
the given DNA is overall more rigid, for the G-break smaller changes compared to intact DNA are
observed. Thus, the G-break DNA is still more rigid relative to intact DNA but to a lesser degree.

Among the rotational parameters, buckle describes the tilt of the base pair relative to the helical
axis. Any changes to buckle can cause kinks or bends in the DNA helix. In pyrimidines (Figures S7-
8), only a slight leftward shift in the probability density was observed, whereas in purines (Figures
59-10), there was a significant leftward shift compared to the intact DNA, that is, damaged DNA with
G- or an A-break is overall straighter than pyrimidines.

Opening is used as a criterion to reflect the separation angle between a base pair. Fluctuations in
opening describe how much the bases are exposed to solvent and other molecules. A larger opening,
reflected in the density as being flatter, can lead to transient states where the DNA becomes more
accessible to binding proteins and other molecules. All X-breaks display a narrower distribution for
opening compared to the intact structure, but for G-break to a lesser degree (Figure S10). Additionally,
within purines (Figures S10-11), the opening in both G- and A- break has two peaks in the intact
structure, while only one peak is left for damaged DNA which also shifted to the right. These
observations indicate that the rotational flexibility around base pairs decreased again suggesting a
more rigid structure.

Inter-Base Pair Step

Like the intra-base parameters, the translational parameters and rotational parameters of an inter-
base step were employed to characterize the relative spatial displacement and rotation within any
base pair step in the DNA (Saenger, 2013).
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Figure 6. As Figure 5, but now for twist property (an inter-base pairs parameter). Color code for each
line: Intact DNA: solid cerulean blue line; damaged DNA with charge set3: dashed pumkin orange;
charge set4: dashdot dark gray; charge set5: dotted mortar grey; half-protonated: densely dashdotted
picton blue; non-phosphorylated: dashdotted tenne orange.

As an example, the results associated with twist are discussed here in some detail. Twist refers
to the helical winding of the DNA strands around each other. Changes in twist can significantly
impact the overall topology of the DNA molecule. In general, a degree of narrowing of the density
relative to intact DNA is observed in Figure 6, where the effects due to the presence of a purine-based
break (bottom row of the figure) appear to be more significant than for the pyrimidine-based breaks.
The results point to a degree of rigidification in the sense as discussed in context of Figure 5. The G-
break displays a bimodal-like distribution with a general right shift of the peaks relative to intact
DNA, where the peak on the right around 30 degrees is the highest. In the case of charge sets 4 and
5, just one peak around 30 degrees remains suggesting that for these charge sets the rigidification is
the strongest. For the A-break, a relatively wide distribution for intact DNA in the range of (-50, 75)
becomes a narrower distribution in the interval (0, 50) in the presence of the break. The shape of the
distributions is not very much depending on the charge set employed.

A larger shift may lead to a localized structural distortion, making the DNA more prone to
bending and kinking. Conversely, a smaller shift could result in a more rigid and less flexible DNA
segment, potentially hindering the necessary conformational changes during replication and
transcription. For the X-breaks, as shown in Figure §12-15, shift exhibits an opposite behaviour for
purine- and pyrimidine-based breaks. A larger shift in pyrimidines and a smaller shift in purines is
observed indicating an asymmetrical variation in the C-G/A-T base pairs. Notably, for the G-break,
charge set4 and dephosphorylated case have two peaks in shift, indicating two preferred
conformations, the major peak in both cases is indicative of a distorted conformation, while the minor
peak represents a relatively rigid molecule.

A narrowing of the slide density was found in both purines and pyrimidines, suggests a
compression of the DNA ladder, potentially causing a reduction of the accessibility of the DNA to
various enzymes and proteins, which may impair essential processes such as replication and repair.
The rise is the distance between consecutive base pairs. A narrowing of the rise property seen in all
damaged templates toward smaller values indicates that the base pairs are closer together than in
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intact DNA. This compaction could lead to a tighter DNA helix, which may affect the DNA'’s ability
to interact with proteins and other molecules.

Changes in tilt, a rotational property, can affect DNA’s ability to form stable helical structures
and may influence the binding affinity of DNA-binding proteins. For pyrimidines, the slightly
smaller change in tilt relative to the intact DNA might result in minor disruptions in the structure.
The tilt for purines displays a significant change compared to intact DNA, which has two peaks and
only one peak left in the damaged DN As. The remaining peak in the damaged DNAs corresponds to
the minor one seen for intact DNA, suggesting that the damaged DNA molecule prefers a more rigid
conformation. A larger roll may lead to significant distortions, which in turn may affect the helical
twist and the overall integrity of the DNA molecule. Such distortions could hinder the function of
essential enzymes that interact with the DNA. Except for the charge set4 and dephosphorylated break
in G-break, a tighter density of roll was also observed in all damaged DNAs possibly indicating a
more constrained DNA structure. This may negatively impact the DNA’s ability to accommodate
conformational changes required during interactions with regulatory proteins.

Local Bending Angles

The helical parameters within intra-/inter base pairs thus revealed a sometimes rather clear
influence of the breaks on the DNA structure, especially in rotational parameters affecting DNA
bending, and generally point to a degree of rigidification of damaged DNA relative to intact DNA,
most clearly seen for purines-based breaks. Upon an examination of the local bending angles of all
templates, some moderate changes were observed for different breaks relative to intact DNA, while
some effects are also seen when changing the charge set (Table 3, Figure 5$16). The local bending
angle was calculated by establishing vectors from the damaged site (central site in intact DNA) at
both the 3" and 5" ends to the adjacent base pairs, respectively. A larger bending angle is indicative of
a flatter DNA structure. The C-break generally sees an increase in the local bending angle for charge
sets3 to 5 but is always smaller than the bending angle of intact DNA. The T-break also sees an
increase but become larger than the bending angle of intact DNA for charge set4. The bending angle
for the G-break is not greatly affected. For the A-break, also a general but small decrease is seen. Both
results are in line with the observed variations of the rotational helical parameters of the purines, that
pointed out that a phosphorylated G-/A-break is a stiffer structure compared to its intact DNA. The
bending angles of the half-protonated cases are generally relatively close to those of the intact DNA,
the largest deviation from intact DNA is seen for the C-break. For all X-breaks, the local bending
angle of a dephosphorylated break (“non-P”) is always greater in comparison to the others. The local
bending angle of phosphorylated X-breaks (charge set 3 to half-protonated) are all between 100° to
120°, except for the T-break. An increasing trend in the bending angle may be associated with specific
sequence-dependent structural dynamics or localized environmental factors possibly affecting the
phosphate group’s dynamical behaviour (see below).

Table 3. The local bending angle and its standard derivation for intact DNA and damaged DNA using
charge sets3 to 5, half-protonated, and dephosphorylated (“non-P”). The associated distribution plots
are shown in Figure S16.

Intact Set3 Set4 Set5 Half-pro Non-P

Cobreak 118.25 + 107.69 = 110.38 = 110.64 106.79 + 132.87 +
11.32 11.82 12.12 +15.25 14.95 18.98

Tbreak 121.66 + 118.97 + 12548+ 13501+ 119.98 + 138.89
11.62 17.80 17.38 15.75 12.97 18.81

115.48+ 11260+  113.62+ 116.40 + 125.66 +
G-break  113.61+9.62 14.64 11.68 12,11 12.92 13.78

115.19 + 107.77 + 10754+ 11271+ 112.61 + 122.95 +

A-break 11.42 11.04 10.37 11.17 11.09 12.75
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Given the large standard deviations, it is somewhat questionable whether the trends are
significant. The angel distribution plots in Figure S16 show mostly overlapping curves. The density
for the C-break does seem to indicate a general left-shift of the angle towards smaller values, except
for the non-phosphorylated case displaying a wider distribution. The differences between the
densities for the other three breaks are less clear. The somewhat higher standard deviation seen for
dephosphorylated breaks may indicate that the given template is bending over a larger range, as seen
for the C-break. In that sense, the template is somewhat less constrained.

Local Stiffness

To further detail the impact of a break on the DNA structure, the local stiffness along the
sequence was examined as well, as estimated from each of the local inter-base helical parameters
computed along the sequence. This investigation aimed to assess the effects of a break on the
flexibility of DNA around the break site itself. In Figure 7 and Figures S17-20, the upward peaks
correspond to increased stiffness, indicating a relatively rigid base pair step. Conversely, the
downward peaks signify decreased stiffness, reflecting a more flexible base pair step. For the
translational local stiffness (shift, slide, rise), comparable observations can be made for pyrimidines-
and purines-based breaks. That is, dlamaged DNA generally displays a somewhat increased flexibility
at the break site relative to the intact DNA, except for the T-break exhibiting shift stiffness comparable
to intact DNA (Figure S18).

C-break T-break

0.04 -

0.02 A

0'00 L T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T

GC CA AT TC CA AT TA AG GC CA AA AT TA AC CA AT TG GC GC CA AT TC CA AT TA AG GT TA AA AT TA AC CA AT TG GC

G-break A-break
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Figure 7. The local stiffness (kcal mol"! degree?) calculated for twist of each base pair step for intact
DNA and damaged DNA of X-break. Top row: C-break (left), T-break (right) (pyrimidines); bottom
row: G-break (left), A-break (right) (purines). The X-break in each DNA template is highlighted in
red. Intact DNA: solid cerulean blue line; damaged DNA with charge set3: dashed pumkin orange;
charge set4: dashdot dark gray; charge set5: dotted mortar grey; half-protonated: densely dashdotted
picton blue; non-phosphorylated: dashdotted tenne orange.

For rotational stiffness of X-breaks, relative to intact DNA, the tilt and roll are less rigid at the
base step following the break whereas at the break site itself increased stiffness is observed. However,
for twist, both purine-based breaks exhibit decreased stiffness around the break site of damaged DNA
relative to intact DNA (Figure 7). That is, DNA is locally around the break site more flexible with
weakened local stacking contact. The twist stiffness at the C-break is lower than that of intact DNA
for all damaged structures except charge sets 3 and 5. In the case of the T-break, intact DNA appears
to be more flexible than the damaged DNA at the break site, which may explain why there is only
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minimal difference in the local bending angle among the different charge sets; some even display less
bending than the intact T-structure. This may be a consequence of a higher stiffness at the break site,
while the base pairs immediately before and after the break exhibit increased flexibility.

5'. Phosphate Group Dynamics

Located at the break site is a dangling 5'P group. Its dynamics regarding orientation preferences
were examined in terms of the hydrogen-bonded, outward 1, outward II, and the other states (Figure 2).
In Table 4 and Figure S21, the probability of occurrence of the four orientational states for all break
types are reported, also including an estimate of the error in the analysis.

Table 4. The probability of occurrence of 5'P orientational states for X-breaks calculated for charge
sets3 to 5 and half-protonated 5'P: A) C-break, B) T-break, C) G-break, and D) A-break. A measure of
the error is included. A visual representation of the probabilities is provided in Figure S21.

A
C-break Set3 Set4 Set5 Half-pro
H-bond 0.50 + 0.02 0.57 +0.02 0.50 +0.02 0.47+0.02
Outward I 0.18 + 0.01 0.28 £ 0.01 0.31+£0.01 0.35 +0.02
Outward II 0.20 £ 0.01 0.01 +0.00 0.02 +0.00 0.01 +£0.00
Other 0.11 £ 0.01 0.14 £ 0.01 0.17 £ 0.01 0.17 £ 0.01
B
T-break Set3 Set4 Set5 Half-pro
H-bond 0.46 +0.02 0.50 +0.02 0.43 +0.02 0.31+0.01
Outward I 0.30 £ 0.01 0.31 +0.01 0.38 £ 0.02 0.40 +0.02
Outward II 0.01 £0.00 0.03 +0.01 0.01 £0.00 0.07 £ 0.01
Other 0.23+0.01 0.16 £ 0.01 0.19+0.01 0.22+0.01
C
G-break Set3 Setd Set5 Half-pro
H-bond 0.39 £0.02 0.38 +0.02 0.38 £ 0.02 0.25+0.01
Outward I 0.37 £0.02 0.45+0.02 0.48 +0.01 0.62 +0.02
Outward II 0.21 +0.01 0.12+0.01 0.12+0.01 0.10+0.01
Other 0.03 +0.01 0.05+0.01 0.02 +0.00 0.03 +0.01
D
A-break Set3 Set4 Set5 Half-pro
H-bond 0.50 +0.02 0.57 +0.02 0.37 £0.02 0.30 +0.01
Outward I 0.41 +0.02 0.35+0.02 0.36 +0.02 0.42+0.02
Outward II 0.06 + 0.01 0.03 +0.01 0.19+0.01 0.23+0.01
Other 0.03 +0.01 0.04 +0.01 0.08 +0.01 0.05+0.01

For a C-break (Table 4A), the hydrogen-bonded state generally displays the highest probability of
occurence for charge sets3 to 5 considered, followed by outward I, while outward II and other have a
rather low or even zero probability of occurrence in comparison. While the actual percentages are
different among the charge sets employed, the observed order of preference for individual states
generally remains the same. In going from set3 to 4, outward II loses probability that is mostly shifted
to outward I. For charge sets4 and 5, almost all outward states are in fact outward I. The probability is
increasing for outward I with the charge set employed and reaches its maximum of 0.35 or 35% for the
half-protonated state, where the probability ratio is about 47/35% for hydrogen-bonded and outward 1.

As another pyrimidine, the results of the T-break (Table 4B) were expected to be similar to that
of the C-break. The upward trend of the outward I probability follows that of the C-break, but with
the observation that the probability for set3 (0.30) is about twice as high in comparison to same
probability of the C-break (0.18). The hydrogen-bond probability displays a similar pattern as seen for
the C-break. Outward II and other display lower probabilities. As seen for the C-break, the numbers
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change but the order of preference for individual orientational states remain similar. Outward I for
the half-protonated T-break displays the highest probability (0.40 versus 0.31, 0.07, and 0.22 for
hydrogen-bonded, outward 11, and other, respectively).

For the G-break (Table 4C), a similar increasing trend is observed for outward I as already seen
for the pyrimidines, from 0.37 to 0.48 for charge sets 3 to 5, while hydrogen-bonding remains constant
at 0.38. The probability for outward II is somewhat higher for these charge sets when compared to the
C- and T-break probabilities. Also here, the actual numbers change when using a different charge set,
but trends remain the same. For the half-protonated G-break, outward I display the highest probability
(0.62), while at the same time hydrogen-bonded is significantly lower (0.25) with even lower
probabilities for outward II (0.10) and other (0.03), respectively.

Finally, Table 4D displays the results for the A-break. The hydrogen-bonded is becoming less
preferred for charge sets3 to 5, outward I and other always display a lower probability, and outward
I's probability displays a downward trend from 0.41 to 0.36. An identical observation is made for the
half-protonated state as before, where again it is seen that outward I displays the highest probability
(0.42) relative to the other orientation states, that is 0.30, 0.23, and 0.05 for hydrogen-bonded, outward 11,
and other, respectively.

The residence time of each orientation state of the X-breaks was also examined, and it was
observed that the residence times are always under 15 ps.

Radial Distribution Function

The results presented above indicated that the presence of phosphate groups impacts DNA at
various levels. To closely examine the dangling phosphate group at the break site, the radial
distribution function (RDF) between the phosphorus (P) of the 5" phosphate group and the oxygen
(O) of water was investigated (Figure S22). The RDF for the X-breaks are rather similar and are
independent of the charge set employed, implying a similar water solvation structure around the 5'P
in all cases, including the half-protonated X-breaks.

Discussion

The principal objective of this study is to characterize damaged DNA with emphasis on 5 end
phosphorylated breaks employing atomic molecular dynamics simulation (ATMD) techniques. The
templates employed in this study all have the same sequence except at the break site, where a
pyrimidine was replaced by another pyrimidine or a purine (Table S1). All break types and
protonation states of the 5'P at the break site were considered, along with the effects of different base
pairs connected to the 5'P on the local and global structural and dynamic properties of the DNA
template. A comparison was made between the damaged and intact DNA of the same sequence.

One complication in achieving the goal was the lack of a properly parametrized force field for
damaged DNA, related to the break site where the 5P is either single protonated or fully
deprotonated (the latter case is referred to as “half-protonated” as the opposing 3’O still carries a
proton). Consequently, while almost all of the force field parameters for intact DNA were also
employed for damaged DNA, efforts were spent on validating several charge distributions for
protonated 5P (see Table 1). Unfortunately, since no experimental data is available specifically
related to damaged DNA, a complete validation is not possible. Thus, the aim was to employ several
charge distributions for the 5'P, both with a single proton attached and without any protons bound,
and to test whether the outcome of simulations would be strongly affected by different charge sets.
A series ATMD simulations of a 20 bp DNA template, each covering a time scale of 1000 ns, with a
break representing a single stranded break (SSB) DNA were completed. No large effects on various
properties were detected when choosing another charge set in the sense that the observed trends
remained similar. While one cannot select the “best” charge set for lack of experimental data, the
results do demonstrate that the outcomes of the simulations are not too sensitive to the exact choice
of the charge set such that one may assume that the observed differences in behaviour between the
templates are not caused by severe errors in the force field but represent indeed real changes caused
by different break types, protonation states, and so forth. Given that charge set3 for the single
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protonated 5P represents a force field for damaged DNA that is the closest to the original force field
for intact DNA, it may be selected for future work.

A series of investigations were conducted for the analysis of a variety of helical parameters, both
translation and rotational properties, focusing both on global aspects related to the full DNA
structure and local effects around the break site in damaged DNA. Certain changes in the distribution
of these helical parameters relative to intact DNA emerge if a break is present. The intra-base
pair/inter-base pair steps helical parameters analysis also revealed distinct behaviours between
pyrimidine- (cytosine and thymine) and purine-based breaks (adenine and guanine) under the same
simulation conditions. Specifically, pyrimidines mostly behaved uniformly, maintaining consistent
structural features in the presence of different type of break. This uniformity suggests that the single-
ring structure of pyrimidines causes an increased rigidity that maintains the stability of the structure.
Purines exhibited more changes in these helical parameters in the damaged DNAs relative to intact
DNA. The larger, double-ring structure of purines introduces additional complexity to their
interactions within the DNA helix. These interactions are more sensitive to the perturbations, such as
introducing a break in the structure, leading to larger changes in helical parameters. For damaged
DNA, these parameters are seen to be constrained to certain values, pointing also to a degree of
rigidification of the structure relative to intact DNA. That is, for the latter, the same distribution is
flatter, indicating a less constrained structure. These changes in helical parameters can affect the local
flexibility and conformational dynamics of the DNA, potentially influencing how the molecule
responds to damage and how the repair mechanism is initiated. Taken together, from the simulations
one observes that DNA molecules do not respond in the same way to the presence of a break, with
subtle differences between purines- and pyrimidines-based break sites.

As noted, a degree of global rigidification of the templates is seen in the presence of a break. At
the same time, however, according to the local stiffness analysis, the region around the break site is
found to be more flexible in comparison to intact DNA. This may be due to the missing bond in
damaged DNA between the 5P and subsequent base of the strand. While it stands to reason that
these observations may imply that different sensor proteins therefore recognize different break types,
one cannot be certain of this at this point.

Earlier MD simulations of intact DNA have shown that the pyrimidine-purine steps are flexible,
purine-purine steps are intermediate flexible and the purine-pyrimidine steps are relatively stiff in
all helical parameters but in shift and slide (Lankas et al., 2003). The breaks simulated in this study
are two purine-pyrimidine steps (C- and T-breaks) and two purine-purine (G- and A-breaks) steps.
For the intact DNA in case of C- and T-break models, the steps before and after the break are a purine-
purine (AG) and a pyrimidine-purine (CA or TA) step, respectively. The net result is that overall, this
region in intact DNA is supposed to be more rigid area since AG are relatively stiff, while CA and
TA steps are flexible. The steps at the break site itself is a GC and GT base pair (both purine-
pyrimidine base pairs) and these are stiff. Conversely, purine-purine steps (G- and A-breaks)
supposed to be relatively flexible, as in the given sequence the neighbouring steps are all purine-
purine steps (AG and GA, and AG and AA), so that this region would be flexible. However, the
observed flexibility around the break site in the intact DNA structures was not entirely according to
the results from these previous studies. Nevertheless, these studies also noted that the stiffness of the
same base pair step has different value in different sequences, indicating that the degree of flexibility
of DNA is sensitive to the actual DNA sequence.

The analysis shows that the presence of a break markedly reduces the local stiffness in most of
the simulated templates, regardless the combination of the base pair steps. The presence of the break
is making the break region more flexible and less resistant to deformation. The reduction in local
stiffness may be a critical aspect of the DNA’s response to damage, as it would contribute to the
variations of the local conformation that eventually may influence for instance the width and depth
of the both the major and minor grooves, the common binding locations for the DNA binding
proteins. A more flexible local structure around the break site could also facilitate the recognition of
breaks by DNA repair enzymes, allowing them to efficiently recognize and bind to damaged DNA
for repair. The difference in stiffness between intact and damaged DNA also highlights the potential
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for sequence-specific effects. While the global structure becomes more rigid, the increased local
flexibility at the break site suggests that the sequence context around the break can modulate the
extent of this rigidification. Purine-rich regions might exhibit different mechanical properties
compared to pyrimidine-rich regions, affecting how the DNA bends and twists near the break, such
that different types of breaks possibly may be processed by different sets of repair proteins, tailored
to the specific mechanical and structural properties of the damaged site.

The local bending angle analysis demonstrated that the presence of phosphate groups influences
the flexibility and bending properties of the X-breaks (referring to the different nucleotide to which
the break site’s 5'P phosphate group is attached, X is either ‘C’, ‘G’, “A’, or ‘T’). Specifically, the
dephosphorylated breaks (“non-p”) exhibit for all X-breaks higher local bending angles, suggesting
that the removal of phosphate groups makes damaged DNA on average flatter. On the other hand,
the phosphorylated X-breaks (charge set 3 to half-protonated) demonstrate a more consistent bending
angle range between 100° to 120°, indicating that the presence of phosphate groups may help to
maintain a certain degree of flexibility and structural integrity around the break site. The consistency
in the bending angles across these charge sets suggests that the different partial charge distributions
of the phosphate group did not affect the local structural flexibility.

The motion of the 5'P dangling at the centre of the break site was also analysed. The present
study considered both pyrimidines- and purines-based break sites, where the 5P is either single
protonated or deprotonated. Only two other studies of damaged DNA with a A-break have been
carried out by Yamaguchi et al., (2002) and Bunta et al. (2006). The first study found that the effects
due to the presence of a break on the overall conformation of the damaged DNA was relatively small
in comparison with intact DNA, while the latter study demonstrated that an oxygen of the 5P will
form a hydrogen bond with the 3’end hydrogen after about 2 ns of the simulation (this would be
referred to as a hydrogen-bonded orientational state in the terminology of this work, Figure 2) and it
remained in that state during the remainder of the simulation. Bunta et al. (2006) stated that the
orientation of the DNA break phosphate group probably plays a role in the DNA break recognizing
process during the early stages of the DNA repair process, but it may be difficult for sensor proteins
to detect such breaks if the hydrogen bond formed between the 5-phosphate and 3’-end remains
stable. The analysis conducted here found that a variety of orientational states for 5P may be
identified during any given simulation of a template. To classify these the present work defined four
orientational states for the 5'P group (Figure 2).

The hydrogen-bonded and outward I was frequently preferred over the other states (outward II and
other). This finding is only partially in agreement with the findings of Bunta et al. (2006), who reported
that the hydrogen-bonded was preferred once a hydrogen bond is formed between atom O2P and H3T.
For all X-breaks and the 5P protonated state, at least 30% of the simulation time the 5P is in the
hydrogen-bonded state irrespective of the charge set employed. There are several reasons as to why
the hydrogen-bonded state is among the preferred states for X-breaks. Firstly, hydrogen bonds can
stabilize the structure. DNA is a highly dynamic molecule, and the entire system is always in a
dynamic equilibrium. The more stable or energetically more favourable states tend to be occupied
more frequently. For a phosphorylated X-breaks, also referred to as a nick break, the distance between
3" and 5’ end in the same strand is small such that the 3" and 5" ends can favourably form a hydrogen
bond. Additionally, forming a hydrogen bond can be thermodynamically favourable because it
lowers the system’s overall free energy. Moreover, the phosphate groups in DNA create a highly
negative electrostatic environment, which can influence the formation of hydrogen bonds. When the
5" end is phosphorylated, the negative charges can help attract the positively charged hydrogen
atoms of adjacent nucleotide bases, promoting the formation of (transient) hydrogen bonds.
Secondly, during any given simulation, the three oxygens of the phosphate group were constantly
rotating. To achieve an accurate measurement of the prevalence of hydrogen-bonded, all three oxygens
were selected to detect whether a hydrogen bond was formed between these oxygens and H3T. In
contrast, Bunta et al. (2006) apparently only observed that the hydrogen bond is formed, specifically
between the O2P and H3T. Figure S6 demonstrated that any of three oxygens can form a hydrogen
bond with H3T. An analysis of the residence time of orientational states revealed that despite the
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high probability of occurrence of the hydrogen-bonded and outward I orientation states (Figure S21),
the frequency of the transitions into and out of these states and the other orientation states leads to
short residence times up to about 15 ps, a number that is compatible with the characteristic times of
chemical groups. This observation contrasts the much longer hydrogen-bonded residence time of 8 ns
seen by Bunta et al. (2006). Given the short simulation of just 10 ns, their observations may not be
entirely indicative.

Between two substates of outward, outward I is predominant for all breaks, particularly for the
half-protonated case. The latter may be explained in terms of favourable solvation of the phosphate
group by the highly polar solvent (an electrolyte, the simulations were conducted at 0.15 M).
However, the radial distributions functions (Figure S22) did not identify clear differences in the
solvation structure around 5'P. For the half-protonated break, the 5P carries an extra negative charge,
possibly resulting in a greater repulsive force from local base pairs compared to the protonated
charge sets, leading to a higher probability of adopting the outward I state. By examining the
nucleotide’s geometry of outward I and outward II, both the anti and syn conformations are seen to be
adopted, while the sugar puckering mode in these two states was also different. Outward I adopts a
C2’-endo conformation, whereas outward II contains a C3’-endo five-membered furanose ring. The
C2’-endo conformation is commonly preferred in B-form DNAs (Hartmann & Lavery, 1996), which
allows more conformational freedom, making the prevalence of outward I over outward II more likely
(Figure S2-S5).

This work also demonstrated an effect on the 5P dynamics due to the protonation state of the
5'P. If a phosphate group free in solution is remotely representative for the 5P in damaged DNA,
then, chemically, it is rather unlikely that both the 5P and 3’O are fully deprotonated as their pKa
(acid dissociation constants) values would suggest that 5P would carry at least one proton, while
also the 3'O would always be protonated. For the phosphoric acid free in solution, the pK. values for
the three oxygens are reported to be 2.2, 7.2, and 12.4 (Clayden, et al., 2012). The DNA backbone
phosphate has a very low pKs of around 1, but the terminal phosphate can potentially be in a dianionic
state with a higher pK. close to 7 (Thaplyal & Bevilacqua, 2014). Placing two negatively charged
groups at proximity is unlikely due to highly unfavourable electrostatic interactions between them.
Nevertheless, it is still possible that the 5P is transiently in the fully deprotonated state, while the
3’end is still protonated (this case is referred to as the “half-protonated” state in this work). Thus, to
test this alternative situation, a series of simulations were conducted for all half-protonated X-breaks.
In all these simulations, a notable change in the probability of the 5'P was observed in that the outward
I state is now always preferred over all other states (except for the C-break). Apparently, the presence
of a fully negatively charged phosphate group at the break site pushes the 5'P to the outward position
likely due to repulsive electrostatic interactions between 5P and the negatively charged DNA
backbone. The structural analysis results of half-protonated and single protonated 5P using different
charge sets showed that the half-protonated 5P exhibited a similar behaviour as charge set3. Given
the differing behaviour of the 5P dynamics for the two protonation states, along with the suggestion
by Bunta et al. (2006) that a hydrogen-bonded state may not be so effective for initiating the DNA
repair process, a fully deprotonated 5'P would be more useful as it points outward more frequently.

On a final note, it is worthwhile to briefly discuss whether any of the results presented here are
in fact transferable to the actual cell environment. The 5’P dynamics measurements in the present
work were defined based on the geometry of pyrimidine and purine, respectively. Therefore, they
are not based on DNA sequences and should therefore be transferable to all nucleotides in any given
DNA sequence. An interesting question is: what would be the most efficient length of a portion of
DNA with a break site that should be exposed such that sensor proteins can effectively bind to the
break site? Increased accessibility could potentially promote better recognition by DNA repair
enzymes. While no information to date exists on this matter, the current study may be extended to
longer and different sequence DNA to examine the length and sequence effects on the 5'P dynamics
more carefully using the tools developed in this work. As Bunta et al. (2006) already pointed out, the
outward I conformational state for 5P may facilitate recognition and binding to sensor proteins. In
this context, it is noteworthy that the outward I orientational state as defined in this work is fully
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compatible with the observed orientations of the 5'P in reported DN A-protein complexes (PDB codes:
6XO0L and 7AEO) with breaks (Bilokapic et al.,2020) (Obaji et al., 2021). An extended study could
provide a comprehensive view of the correlations between 5P dynamics and the appropriate length
of DNA, which may contribute towards an understanding of chromatin accessibility after DNA
damage.

Conclusions

The primary objective of this work was to characterize at the molecular level the effects of breaks
in DNA. It has shed light on complicated structural changes in DNA SSBs, particularly those of
phosphorylated DNA breaks. Several helical parameters related to base pair step, base pairs,
backbone torsions, bending, chain stiffness and the dynamics of the break site 5’P phosphate group,
among other, were investigated employing molecular simulation techniques for a DNA template of
20 bp as a function of break type and the 5'P protonation state. For this, several methodologies were
developed for a proper evaluation of such structural and dynamical effects in SSBs. The analysis has
resulted in intriguing observations that are summarized below.

To a certain degree, the presence of a break results in a degree of rigidification of the given DNA
structure globally, but around the break site an increase of flexibility is seen. The latter is likely the
result of the bond broken between the 5'P and the subsequent base. Several authors have suggested
that the 5’'P group plays an important role in the recognition process of the break site by signal
proteins in the early stages of the DNA repair process, the exact details of which are however
unknown. It is possible that because of the increased local flexibility around breaks there is a higher
chance for the 5'P to be in an outward position that may facilitate recognition of the break site by
specific sensor proteins. If so, given that for the half-protonated state, where the 5'P is void of any
protons, the phosphate group displays an even higher probability of pointing outward, the fully
deprotonated 5P would be more effective for initializing the DNA repair process. While the effects
on DNA structure in the presence of a break are overall similar, there are also some noticeable
differences in responses between pyrimidines- and purines-based breaks at the molecular level, but
at this point one cannot immediately state whether these differences are relevant for the DNA repair
process. Finally, the employed charge sets appear to incite similar responses in DNA due to the
presence of a break in the given DNA. While one cannot strictly choose the “best” charge set, as no
experimental evidence is in fact available for validation, set3 is close to the force field of intact DNA
and is perhaps the safest choice for subsequent work.

Supplementary Materials: The following supporting information can be downloaded at the website of this

paper posted on Preprints.org.
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