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Abstract: Cloud computing has transformed IT services by making them more scalable and cost-effective.
However, this shift has also introduced new security challenges that traditional methods are finding hard to
tackle. This review paper looks at how combining machine learning (ML) with dynamic threat intelligence can
improve cloud security — an approach that hasn’t been widely explored yet. By reviewing recent studies, we
show that ML and threat intelligence can do more than just detect known threats. They can also adapt to new
and evolving ones, making cloud systems much secure against cyber attacks. Our analysis highlights how this
combined approach provides better protection and flexibility. We also identify some important gaps in the current
research and suggest areas for future study to make these security systems even more effective. This review aims

to provide useful insights for researchers, helping to build more proactive cloud security strategies.
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1. Introduction

Earlier, IT organizations utilized computing models, specifically on-premise technologies, in order
to acquire the necessary services. However, despite the fact that on-premise technologies offer a high
level of security and complete control, IT organizations encounter numerous challenges pertaining
to cost, scalability, and backup data [1]. In recent years, there has been a surge in the popularity
and recognition of cloud computing, which is now being adopted by enterprises as an alternative to
on-premise technologies for service provision. Cloud computing, a technology established by a third
party, facilitates the delivery of various services and resources to customers through the utilization of
the internet. Enterprises simply engage with the service provider to obtain the required services and
access to resources. The array of services offered by cloud computing to its customers encompasses
computing resources, data storage, networking techniques, and software applications [2]. [3] shows
that a big part of organizations using cloud are concerned and more oriented on working to improve
cloud security. Figure 1 presents this level of concerning on percentage.

4%
1%

Extremly Moderately Slightly Not at all
concerned conce rned concerned concerned concerned

Figure 1. The percentage of concerning of organizations for cloud security [3].
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On-demand self-service, pay-per-use resources, resource mobile-access, resource pooling, virtual-
ization, and rapid elasticity constitute a subset of the properties associated with cloud computing [4].
When compared to on-premise techniques, cloud computing offers several advantages, such as high
scalability, low cost, low maintenance, unlimited storage capacity, and the ability to access resources
via the Internet from any location [1]. However, cloud computing also presents certain disadvantages,
including compatibility issues between cloud systems, the need for high-speed connections, and the
potential for data disclosure or loss. Security emerges as a paramount concern within the realm of
cloud computing, as it impedes the establishment of a safe and secure environment [2]. The cloud
serves as a repository for data with varying levels of sensitivity, ranging from public to internal-
only, confidential, and restricted. Furthermore, it effectively caters to customers’ needs by providing
computation resources that operate continuously.

One of the biggest concerns for cloud is its security. As cloud is a place that stores sensitive data,
it is vulnerable to risks and threats posed by attackers who attempt to exploit any weakness in the
system in order to undermine the goals of security, including confidentiality, integrity, and availability.
For instance, the cloud environment is susceptible to attacks such as malicious insiders, phishing,
fraud, signature wrapping attacks, denial of service attacks, insecure interfaces, and various others [5].
Furthermore, the tools employed by hackers today are increasingly advanced and effective. Addition-
ally, the large volumes of data stored or exchanged between the cloud and consumers have escalated,
thereby increasing the likelihood of introducing new or undetectable malware [6]. Consequently, the
traditional countermeasures and techniques utilized to safeguard the cloud environment, identify
malware and anomalies, and protect privacy are inadequate. Therefore, more effective techniques
must be employed to enhance the security of cloud computing. As it is seen in Figure 2, there is a
growing trend towards cloud security, highlighting the growing significance of cloud solutions today.
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Figure 2. The trend of the ‘cloud security” term from Google Trends.

Machine learning with threat intelligence has gained significant popularity in recent years and
is employed across various domains, including natural language processing, computer vision, data
analysis, speech recognition, and predictive analysis, among others. The usage of machine learning
techniques in cloud computing applications has also emerged as a recent trend [7]. Notably, one of the
primary applications of machine learning in this context is enhancing the security of cloud computing.
Compared to traditional methods like firewalls, intrusion detection systems (IDSs), and anti-virus
software, machine learning presents a highly efficient approach for securing cloud computing. This is
primarily due to its ability to analyze vast amounts of data flow, identify vulnerabilities, threats, and
attacks within the cloud environment (including unknown attacks), and leverage historical information
and extensive datasets [8]. Additionally, within cloud computing, machine learning techniques are
employed to ensure resource availability, preserve equipment reliability, maintain system quality,
and extend the lifespan of the equipment. These strategies effectively mitigate service outages and
data loss [9]. Known as proactive maintenance techniques, machine learning-based maintenance
approaches utilize pre-trained data containing the system’s quality characteristics and future states to
predict system failures before they occur [10].

Yaara Shriki, a researcher in the field of security, predicted that in the year 2024, the integration
of artificial intelligence and machine learning in threat intelligence within cloud security will bring a
significant transformation in the identification and mitigation of cyber threats [11].
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Although various reviews have focused either on machine learning techniques or on threat
intelligence separately, little attention has been given to how these two approaches can be combined in
the development of a more dynamic and adaptive cloud security framework. This review therefore
seeks to bridge this gap by the analysis of the synergistic potentials of these technologies in combating
both known and emerging threats in cloud environments.

The paper is structured as follows: Section 2 shows the methodology used for the research; Section
3 dives into the background of cloud security and cloud computing models; Section 4 outlines various
security threats facing cloud environments; Section 5 explores the application of supervised and
unsupervised learning algorithms and the threat intelligence role in detecting cloud security threats;
Section 6 reviews existing literature on cloud security, machine learning, and threat intelligence; Section
7 shows the results gotten from the papers analysis; Section 8 discusses the results and suggests future
research directions; Section 9 wraps up the paper with a conclusion.

2. Methodology

This section outlines the process of identification, selection, and analysis that was undertaken for
identifying relevant research papers for this review.

2.1. The Searching Process

The study uses different databases such as IEEE Xplore, ScienceDirect, Google Scholar, etc. Hence,
in an effort to capture the wide spectrum of the topic, a thorough search was conducted by combining
keywords and Boolean operators. Key strings were combined with the logical Boolean operator "AND"
and "OR". These words are included in the search strings that have been used to conduct literature
reviews: "cloud security”, "machine learning", "cyber threat intelligence", "cybersecurity in cloud
computing”, "dynamic threat intelligence". The search was confined to finding relevant peer-reviewed
journal articles, conference papers, and high-quality technical reports that were published the last 5
years to ensure that most of the current trends in the subject under discussion are captured.

2.2. Data Extraction and Synthesis

A standard data extraction form was used to extract information from selected studies, which
included:

Features of the study: Authors, publication year, and title.

Methodology: Machine learning technique adopted, type of integrated threat intelligence, and
cloud security focus area.

Evaluation metrics: Performance metrics such as accuracy, precision, recall, F1-score, and any
other metrics relevant to the effectiveness of the proposed methods.

Key findings: Main results and conclusions drawn from the study.

Data extracted were synthesised qualitatively to identify common themes, methodologies, and
research gaps. Where appropriate, summary of quantitative data was done using descriptive statistics.

3. Background

Cloud computing is a system that allows users or data owners to remotely store and access their
data from anywhere in the world. This technology eliminates the need for users to store and manage
their data locally by utilizing a shared pool of programmable resources. With recent advancements,
cloud computing can offer innovative and technologically compatible services and products to a
wide range of users, with different pricing options available when needed. By pooling together
various resources, cloud computing ensures immediate access and availability of resources based on
user demand. The cloud provider ensures efficient utilization of resources, providing flexibility and
a suitable solution for end-users. Consequently, cloud computing is now being utilized in almost
every aspect of business and personal situations, leading to an increased demand for cloud services.
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However, the use of shared resources by multiple users on the same network poses risks to sensitive
information being transferred [12].

Today’s cyber criminals take advantage of the cloud computing services to perform criminal acts
in an environment that is decentralized. By utilizing more powerful computational tools provided by
cloud services, these cyber criminals perform their attacks within a short time frame. Within the cloud
environment, security threats come from internal sources within the organization as well as from the
external enemies of the organization.

The growing usage of cloud computing in recent years has altered the way businesses handle and
store data. The cloud has various advantages, including scalability, cost-effectiveness, and flexibility.
However, with the growing reliance on cloud services, implementing adequate security measures is
critical [13].

In the context of cloud services, the processing and storage of sensitive data pose additional
challenges in terms of cybersecurity. Moreover, it is essential to protect user data and proprietary
information in order to uphold trust, adhere to privacy regulations, and prevent potential consequences.
Additionally, the dynamic and scalable nature of cloud services brings up unique difficulties in
maintaining a consistent security posture. While scalability is advantageous, it requires careful
consideration of security implications. The notion that the distributed nature of cloud services gives
rise to specific cybersecurity challenges is substantiated by examining the types of attacks they are
susceptible to [14].

According to [15], a lot of the security issues we run into with cloud computing stem from weak
spots in the building blocks and technologies of cloud architecture. Further, the author say that this
includes things like flaws in how the internet communicates, web services, the structure of web-based
services, browsers, the tech behind creating virtual spaces (like virtualization and hypervisors), the
way different users share the same resources (multi-tenancy), the software itself, virtual machines, and
the platforms we use to manage all these services by ourselves. On top of that, because cloud services
keep our data somewhere else, not directly under our control, it’s pretty common for people to feel
uneasy about the potential of losing grip on their personal or sensitive information.

At the other hand, the authors in [16], say that the more we rely on the cloud, the old-school
security vulnerabilities we’ve always worried about become even scarier, because everything’s more
exposed. And on top of that, we’re facing brand new kinds of cloud-specific threats, like the risk of
someone hacking into cloud storage.

3.1. Cloud Computing Models

In cloud computing, there are four diverse types of delivery models supported: private cloud,
public cloud, hybrid cloud, and community cloud [17,18].

3.1.1. Private Cloud

Private cloud offers a combination of cloud computing benefits such as elasticity, scalability, and
ease of service delivery, along with access control, security, and resource customization similar to
on-premises infrastructure.

Many organizations prefer private cloud to public cloud due to regulatory compliance require-
ments, especially when dealing with sensitive data like confidential documents, intellectual property,
or medical records.

By constructing private cloud architecture based on cloud native principles, a company allows it-
self the flexibility to transition workloads to public cloud or operate within a hybrid cloud environment
when the time is right [19].
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3.1.2. Public Cloud

The public cloud infrastructure is accessible to the broader public or a large-scale industrial entity
that offers cloud services. Within the public cloud, resources can be accessed via the internet with the
pay-per-usage model. Public cloud delivers services based on the users’ capacity requirements [20].

In public cloud, it’s not possible to know about the data residency. Reliability can also be an issue
in public cloud computing [21].

3.1.3. Hybrid Cloud

Hybrid cloud is a combination of computing environments where applications run on public and
private clouds, as well as on-premises data centers or edge locations. It is widely used today as few
rely solely on one public cloud.

Migrating workloads between different cloud environments is made possible by hybrid cloud
solutions, allowing for more adaptable setups based on specific business needs. Organizations opt for
hybrid cloud platforms to lower costs, reduce risk, and enhance capabilities for digital transformation
efforts.

The hybrid cloud approach is prevalent in modern infrastructure setups. Cloud migrations often
result in hybrid cloud implementations as organizations transition applications and data gradually.
This setup enables the use of on-premises services alongside the flexible storage and access options
provided by public cloud providers [22].

Figure 3 presents a detailed example of a hybrid cloud model, showing how public and private
cloud infrastructures can be effectively integrated to leverage the strengths of both environments for
enhanced flexibility and security for a healthcare cloud system.
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Figure 3. An example of a hybrid cloud model [23].

3.1.4. Community Cloud

A community cloud is described as a cloud infrastructure where various organizations pool
resources and services according to shared operational and regulatory needs.

Organizations part of a community cloud have similar business needs, often centered around
shared data, services, or industry regulations. These organizations are typically from the same industry
or branches of the same organization. Essentially, a community cloud is a unified system that leverages
features from multiple clouds to cater to a specific industry. Figure 4 shows an example of a community
cloud model, designed for shared use by two organizations. This setup allows both entities to benefit
from cost savings and enhanced security through a collectively managed and specifically tailored
cloud environment.
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Figure 4. An example of a community cloud model [24].

In order to establish a community cloud, organizations can opt to host their own data centers and
divide the costs and responsibilities. This could be on-premise within a member’s current infrastructure
or at partner facilities [25].

4. Cloud Security Threats and Attacks

Nowadays there are many types of threats in cloud environments and day by day there are
becoming more dangerous and unstoppable. There is a slight difference between a threat and an attack.
According to [26], a threat is anything that can lead to an attack, including viruses, trojans and back
doors that can help hackers for attacks. Now;, all the threats mentioned can lead to different kinds of
attacks. Even if it is undeniable that cloud computing provides a lot of resources over the internet, it
still can face both inside and outside attacks.

In their 2024 report, CrowdStrike [27] unveiled that attackers are now more frequently exploiting
stolen identity credentials. This strategy targets weaknesses within cloud environments, aiming to
enhance the discreetness, rapidity, and severity of their cyber attacks. With more workloads, it becomes
critical for the cloud to discover, monitor, and remediate service misconfigurations, malware, and
inappropriate access and privileges.

In some of the recent studies, a big importance has been given to threats such as data breaches,
data loss and corruption, account hijacking, hypervisor threats, DDoS, etc.

The authors in [28] classify the cloud security threats into six categories, such as: network security,
virtualization and hypervisor security, identity and access management, data and storage security,
governance, and legal and compliance issues.

According to [29], common threats in cloud computing include data breaches, which can result
in unauthorized access to sensitive information stored in the cloud. This can lead to a loss of con-
fidentiality and privacy for individuals and organizations, as well as potential legal and financial
implications. More on, they state that another common threat is the risk of data loss or corruption,
which can occur due to factors such as hardware failure, human error, or malicious attacks. In addition,
cloud computing environments are vulnerable to distributed denial of service (DDoS) attacks, which
can disrupt services and cause downtime for users. It is essential for organizations to implement robust
security measures to protect against these threats and safeguard their data in the cloud.

This section will briefly explore some of the most popular ones.
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4.1. Data Breaches

The fear of experiencing a data breach is a major concern for anyone using cloud services.
Essentially, a data breach happens when protected or confidential information, like for example, credit
card, is stolen, or used without authorization. Unfortunately, there’s no single method guaranteed to
prevent data breaches entirely. The best approach to minimize the risk involves sticking to fundamental
security practices. This means regularly performing vulnerability and penetration tests, creating strong
passwords, and timely updating software patches across all systems. Additionally, if an unauthorized
entry does occur, having encryption in place can stop cybercriminals from getting their hands on the
actual data [30].

4.2. Data Loss and Corruption

Data loss prevention (DLP) is a key security tactic in today’s cloud computing age. DLP tools
safeguard important data to prevent unauthorized sharing beyond specified trust boundaries [31].

Data corruption often leads to data being lost forever, but protecting against data breaches tends
to be prioritized, even though both can have serious effects. According to Statista [32], data loss and
leakage (69%), and data privacy/confidentiality (66%) are the top cloud security concerns followed by
accidental exposure of credentials (44%).

4.3. Account Hijacking

Account hijacking is when a hacker or another unauthorized user takes over someone’s online
account, often targeting financial ones. It's become one of the most significant problems for consumers
and organizations alike, especially those relying on cloud-based communication. Victims of account
hijacking face severe risks, including the potential for bankruptcy and the loss of confidential informa-
tion. Once an account is taken over, there’s a real risk it may be irretrievably lost, leaving the original
owner without any way to regain access. Even if the account is recovered, it may not be returned to
its original state; settings might be altered, and the account could have been used for unwanted or
false advertising [33]. According to [34], these days, taking over someone’s account is a serious form
of attack, with attackers constantly attempting to steal login details from various cloud service users.

4.4. Hypervisor Threats

A virtual machine (VM) is one of the domains in the cloud that can easily be compromised by such
threats because of its inherent vulnerabilities [35]. A hypervisor is like the manager of a virtual space,
running several virtual machines (VMs) and applications simultaneously on one computer while
keeping them separate from each other. Despite being designed for safety and reliability, hypervisors
can still be prime targets for attacks because of the extensive control they have over all the VMs. If an
attacker manages to take control of a hypervisor, they essentially get the keys to the kingdom - they
can access and exploit all the virtual machines and the data within them as they please [36].

In their paper [37], the authors provide an in-depth analysis of various attack vectors targeting
virtual machines (VMs). These attacks are systematically categorized and illustrated in Figure 5,
offering a comprehensive visual overview of the security vulnerabilities prevalent in VM and cloud
environments.
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Figure 5. Network flows in a cloud environment in VMs [37].

4.5. Distributed Denial of Service (DDoS)

DDoS is among the most infamous and popular forms of cloud attacks, as it has the potential to
disrupt services, degrade user experience, and result in significant financial losses that may render
businesses unsustainable when utilizing cloud computing. During a DDoS attack, the attacker’s
goal is to overwhelm network infrastructure, capacity, or computing resources by blocking them
with requests. This compromises the functionality of cloud services and weakens their ability to
distinguish the legitimate users [38]. Figure 6 shows a scenario of a Distributed Denial of Service
(DDoS) attack within a cloud environment, illustrating the attack pathways and potential impact
points on cloud infrastructure. This visual representation also shows the complexity and scale of DDoS
attacks targeting cloud services.
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Figure 6. Scenario of DDoS attacks in cloud [38]

DDoS attacks is different when they target cloud environments compared to traditional networks.
Sure, they both can knock services offline, lead to different kind of losses, and rack up costs in
fighting off the attack. But in the cloud, the fallout includes some unique issues. There’s the extra
money burned through when systems automatically scale up to try and handle the attack, not to
mention the additional power that is needed during the process. There’s also the ripple effect on
other parts of the cloud infrastructure, the hassle of moving data and services around to dodge the
attack, and the potential trouble for other virtual machines that happen to be sharing the same physical
space. Essentially, in the cloud, DDoS attacks can spiral into what’s known as an Economic Denial of
Sustainability (EDoS) attack, where the financial strain becomes just too much to handle [39].

5. Common Machine Learning Techniques Used in Cloud Attacks Detection

The common techniques in Machine Learning are supervised and unsupervised learning. Figure
7 shows the growth over time in the number of publications in classification/supervised, cluster-
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ing/unsupervised and feature selection. The researchers have made great efforts in developing
advanced supervised classification approaches—compared to unsupervised classification and feature
selection approaches [40].
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Figure 7. Evolution of IDS schemes based on machine learning approaches (between 2007-2018 and
ongoing) [40].

5.1. Supervised and Unsupervised Learning Algorithms

Supervised Algorithms are often used in IDS systems. An overview of the practical implementa-
tion of the IDS approach is illustrated in Figure 8. These systems typically involve five primary steps:
(A) data collection, (B) feature extraction and selection, (C) tagging, (D) training, and (E) anomaly
detection. The data collection phase is the initial step where input data is gathered, such as event logs,
system states, network traffic traces, or Net-flow data from a network monitor [41].
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Figure 8. The process of the supervised learning-based IDS approach [40].

Supervised Learning algorithms require a labeled dataset to process different operations.

According to [42], the most preferred algorithm of supervised learning to detect attacks in cloud
environments in Decision Trees.

At the other hand, unsupervised learning algorithms does not require a labeled dataset. According
to [43], the algorithms in this category aim to identify natural patterns already present in the training
dataset. Some typical instances are clustering algorithms and feature selection methods like Principal
Component Analysis (PCA). Clustering algorithms, such as K-Nearest Neighbor (KNN), work towards
grouping training examples based on the similarity of their features.

In their paper, the authors in [44], proved that the Naive Bayes classifier, enhanced by an auto-
encoder for feature selection, is the most effective unsupervised learning algorithm for anomaly
detection in cloud environments.
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5.2. Threat Intelligence

Data is considered the most valuable tool that an organization can have today. This is because
different organizations across various sectors rely on data to gain insights and identify meaningful
patterns using data analytic engines. Machine Learning (ML) has various intelligent algorithms that
are capable of extracting and acquiring informations from historical data to provide insights for
data prediction or classification [45]. Consequently, ML capabilities have been integrated into threat
intelligence.

Intelligence is a composite of data, information, and knowledge, which can be characterized as
the interpretation of data based on evidence, collected on or against the goals, motives, tactics and
techniques. Threat refers to a collection of conditions and factors that have the potential to create an
environment that violates the assets of an organization, where intelligence can be the information that
can be utilized to alter outcomes. Intelligence can also be a specific type of information derived from
different sources, such as IP addresses, usernames, passwords, etc. When an attack event originates
from an IP address, it becomes crucial to acquire knowledge about that IP address. Cyber Threat
Intelligence encompasses awareness of cyber threats and the acquisition of relevant, valuable, and
available information, which enables the prevention or mitigation of cyber attacks [46].

Cyber Threat Intelligence (CTI) has the potential to play a crucial role in guiding the behavior
of an organization in the prevention, detection, and response to cyber-attacks. CTI can contribute to
prevention efforts by notifying organizations about vulnerabilities that may be taken advantage of
by particular threat actors who possess the means, motivation, and capability to target the company.
Additionally, CTI can aid in the detection of cyber attacks by instructing intrusion detection systems to
identify patterns of exploitation associated with specific threat actors. Furthermore, CTI can effectively
direct the response to cyber attacks by providing a precise defense strategy [47]

In cyber threat intelligence there is a concept known as cyber threat attribution. Cyber threat
attribution refers to the knowledge of identifying the individual or organization responsible for an
attack. The attacker can have different profiles and possess various attributes [48]. Moreover, according
to [49] there are different levels of attribution, as illustrated in Figure 9. The initial level involves
understanding the tools, tactics, techniques, etc employed by the attacker, which serves as the first step
in identifying the tools utilized. The subsequent level pertains to discerning the country associated
with the attack, and finally, the most crucial level entails identifying the individual responsible for
conducting the attack.

Level 3
{Person)

Level 2 {Country)

Level 1 (Cyber Tools)

Figure 9. Levels of attributes in cyber threat intelligence [49].

According to [50], there are four types of threat intelligence:

1. Tactical Threat Intelligence is centered around the detection and recognition of indicators of
compromise in order to promptly address and minimize potential risks [51]. Its purpose is to provide
organizations with information regarding immediate threats, such as newly developed malware or
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phishing methods. By studying tactical threat intelligence, businesses can enhance their security sys-
tems to safeguard against the most recent threats, thereby ensuring the protection of their infrastructure
in the short term.

2. Operational Threat Intelligence centers around the tactics, techniques, and procedures utilized
by threat actors and offers a more comprehensive understanding of the threat landscape. This type of
intelligence provides valuable insights into the behaviors and methods of cybercriminals, enabling
businesses to anticipate and prepare for potential attacks. It also offers contextual information, such as
the motivations behind a potential attack or the past activities of the threat actor, allowing businesses
to tailor their defense and response strategies accordingly [50].

3. Strategic Threat Intelligence takes a broader perspective and delves into the larger context. It
provides insights into long-term trends and emerging threats in the cybersecurity realm. This type
of intelligence aids businesses in comprehending how factors at a higher level, such as technological
advancements, legal changes, or geopolitical shifts, can impact cyber threats. By utilizing strategic
threat intelligence, businesses can plan their long-term cybersecurity strategies, making informed
decisions on where to invest resources and how to adapt as the threat landscape evolves [50].

4. Technical Threat Intelligence, which is primarily data-centric, furnishes information regarding
malicious indicators, including IP addresses, domains, URLs, and malware hashes associated with
threat actors. Firewalls, intrusion detection systems, and antivirus software rely on technical threat
intelligence to identify and block known threats [52]. This form of intelligence enables businesses to
swiftly identify and neutralize threats, thereby reducing the window of opportunity for cybercriminals
to inflict damage [50].

6. Related Literature Review

The reason why machine learning and threat intelligence methods are better than traditional
methods for cloud security is that they offer a more effective approach to malware detection and
prevention of them [53]. Traditional security systems are ineffective in identifying security attacks
comparing with the modern solutions, while machine learning models have proven effective in
detecting and mitigating cyber attacks [54]. Machine learning can help in identifying vulnerabilities and
new types of threats that traditional systems may not be able to detect as shown also in papers [55] [56]
through predictions. By analyzing large amounts of data and building data-driven models, machine
learning can enhance the security of cloud systems and provide better defense mechanisms also with
the help of threat intelligence sources.

Most of the papers have considered the use of machine learning (ML) and cyber threat intelligence
(CTI) to address the cloud security challenges. For instance, the authors in [57] address significant
challenges in cloud security, particularly in the context of dynamic cloud environments characterized
by resource sharing, outsourcing, and multi-tenancy. They highlight the limitations of traditional cloud
security mechanisms in accurately detecting new or unknown attacks. To overcome these challenges,
the authors propose an innovative security solution employing transfer learning techniques. The
results of the paper demonstrated that this approach effectively reduces the workload of repeated
attacks and maintains qualitative performance.

While the use of transfer learning addresses some detection challenges, the ability to convert
real-time threat data into actionable intelligence is equally crucial, as demonstrated [58]. The authors
highlight the limitations of traditional heuristic and signature-based security systems in addressing
the dynamic, resilient, and complex nature of new-generation cyber threats. The study underscores
the necessity of gathering and converting real-time cyber threat information into actionable Cyber
Threat Intelligence (CTI) for preemptive attack mitigation and rapid response. The paper concludes by
identifying current challenges and future research directions in CTI mining, aiming to broaden the
scope and efficacy of cybersecurity strategies, particularly in the context of cloud environments.

In addition to addressing external threats, internal risks such as insider attacks pose significant
challenges. To tackle this, researchers have developed systems like the one in [59]. The research
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proposes a machine learning-based system for detecting and classifying insider threats, focusing on
identifying anomalies and security issues related to privilege escalation. The study employs ensemble
learning techniques to enhance prediction performance and address the need for improved security
systems capable of classifying and predicting insider attacks more effectively and efficiently. The
research identifies LightGBM as the most effective algorithm, providing the highest accuracy (97%),
compared to the other algorithms.

Beyond managing insider threats, enhancing anomaly detection remains a critical focus area,
as explored in studies that utilize various machine learning techniques such as in [60]. A key focus
of the paper is on exploring various machine learning algorithms suitable for anomaly detection
in cloud environments. It delves into the specifics of algorithms like k-means clustering, Support
Vector Machines (SVMs), and autoencoders, discussing their strengths and applications in enhancing
cloud security. Overall, the paper underscores the importance of machine learning-powered anomaly
detection in protecting valuable data and maintaining the integrity of cloud environments.

Despite these advancements in anomaly detection, the quality of threat intelligence data itself
plays a pivotal role in security effectiveness. Improving this quality has been the focus of the authors
in [61]. A significant issue they highlight is the quality of CTI, where inaccurate, incomplete, or
outdated information leads to reactive measures, hardly different from traditional security methods.
However, they also recognize that high-quality threat intelligence can substantially improve incident
response times. To tackle these challenges, they propose a methodology for enhancing the quality of
CTI. This methodology involves an Indicator of Compromise enrichment process, designed to refine
CTI quality.

Beyond improving data quality, visualizing and analyzing vast amounts of threat intelligence
data is another challenge. To address this, researchers in [62] have worked on enhancing the analysis
and visualization of Cyber Threat Intelligence (CTI). The study addresses the challenge of processing
and effectively utilizing vast, often unstructured CTI data. The research involves machine learning
models to train on attack patterns, also known as Tactics, Techniques, and Procedures (TTPs). The
results demonstrated the effectiveness of the proposed approach, enabling analysts to analyze CTI
data and predict cyber threats with an accuracy of 86%.

While visualization aids in better understanding threats, detecting malicious activities by legiti-
mate users requires sophisticated models, such as the Deep Belief Networks used in [63]. The study
specifically addresses the challenge of identifying malicious activities by legitimate users within cloud
systems. Employing a Deep Belief Neural Network (DBN), a form of deep learning, the research aims
to train on nuanced user interaction behaviors to identify potential insider threats. The results of the
study are significant, with the proposed DBN model demonstrating high accuracy and F-measure
scores, markedly outperforming existing methods. The system achieved an accuracy rate of 99% and
an F-score of 98%, underscoring its efficiency in detecting malicious cloud users.

As cloud security extends into IoT environments, the sharing and scalability of threat intelligence
become critical, which is why a hybrid cloud-based model has been suggested in [64]. The paper
acknowledges the challenges in implementing CTI for individuals and organizations, particularly
due to constraints such as time, capability, and cost. Therefore, the research emphasizes the need for
a reliable, scalable, and high-speed CTI sharing platform. The study involves a careful analysis of
various CTI sharing deployment models: private cloud, public cloud, hybrid cloud, and on-premises.
After evaluating these models, the research suggests the hybrid cloud-based deployment model as the
most convenient solution for CTI sharing.

To further enhance security in cloud systems, integrating innovative machine learning models,
like the combination of IPCA and IHNN, offers promising results, as shown in [65]. This approach aims
to address the complexities of existing machine-learning-based detection methodologies, which often
suffer from issues like overfitting and high time consumption. The proposed framework encompasses
preprocessing, normalization, feature extraction, optimization, and prediction phases. Using popular
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datasets such as NSL-KDD, BoT-IoT, KDD Cup’99, and CICIDS 2017 for implementation, the system
demonstrates improved detection accuracy and F1-scores, outperforming other security models.

At the other hand, the paper in [66] discusses the integration of Internet of Things (IoT) technolo-
gies in Maritime Transportation Systems (MTS), highlighting the resulting cybersecurity challenges. To
address these, it introduces DLTIF, an automated framework for modeling and identifying cyber threats
in IoT-enabled MTS. DLTIF comprises three components: Deep Feature Extractor (DFE), CTI-driven
Detection (CTIDD), and CTI-Attack Type Identification (CTIATI). DFE analyzes IoT-enabled MTS
network patterns, CTIDD focuses on threat detection, and CTIATI helps identify specific threat types.
The framework achieves up to 99% accuracy, surpassing traditional and contemporary approaches in
threat intelligence and detection.

Meanwhile, addressing threats like DDoS attacks, particularly during the pandemic, has high-
lighted the need for more robust detection mechanisms, as explored by the authors in [67]. The paper
identifies that standard detection systems have become ineffective against novel DDoS attacks due
to the increased volume of data generated and stored. To tackle this challenge, the study focuses on
employing data fusion applications alongside machine learning classifiers to enhance the security of
cloud services and facilitate the detection of DDoS attacks. The findings of the study reveal that the
decision tree model is the most effective, outperforming other methods in classifying cloud DDoS
attacks.

In addition to attack detection, integrating various data sources to enrich threat intelligence is
crucial. The use of a cybersecurity knowledge graph, as proposed by the authors in [68] focuses on
integrating malware behavior data with Cyber Threat Intelligence (CTI). This methodology involves
collecting and analyzing malware samples in controlled environments and then integrating this
behavioral data into the CKG. This integration enables more effective correlation and validation of
information from CTI sources, enriching the representations of malware threats and enhancing the
reasoning capabilities of CKGs. The paper’s contribution lies in its novel approach to improving the
identification and understanding of malware behaviors, aiding cybersecurity professionals in threat
detection and analysis.

While innovative integration approaches show promise, a comprehensive review of existing
machine learning techniques provides valuable context on current capabilities and limitations, as seen
in [69]. It includes a taxonomy of attacks, explores the effectiveness of machine learning (ML) and
deep learning (DL) techniques in countering these threats, and discusses the limitations of traditional
security methods. The study’s results, derived from analyzing forty-two case studies, provide valuable
insights into the current state and challenges of cloud security, highlighting the significance of ML and
DL in enhancing cloud defense mechanisms.

Building on this review, recent research has tested the effectiveness of specific ML algorithms
for cloud security, achieving remarkable results in areas like in paper [42]. In this paper authors have
presented an effective approach for detecting dy kinds of attacks in a cloud environment: DDoS and
MitC. They used four kinds of machine learning algorithms to find which is the best algorithm to
then be used to detect the two kinds of the attacks. The parameters used to train the models were the
number of packets per second, network bits and other elements of the network traffic. They achieved
an accuracy of 100%.

For more complex environments, such as energy clouds, a tailored framework is necessary. The
CTI framework proposed by the authors in [70] is designed for efficient threat detection and incident
response by integrating different layers of the energy cloud system. The results of the research indicate
the framework’s effectiveness in detecting cyber attacks, as evidenced by its performance in a simulated
energy cloud environment. The framework achieved notable scores in macro-F1 and micro-F1 metrics,
underscoring its practical efficacy in responding to and managing cyber threats in the context of energy
cloud platforms.

A broader view of recent developments in threat intelligence and their application in organi-
zational contexts is offered in [71]. This review focuses on how CTI can enhance organizational
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cybersecurity by identifying, analyzing, and distributing information about potential cyber risks. The
study outlines a framework comprising a knowledge base, detection models, and visualization dash-
boards for effective CTI implementation in organizations. This framework includes behavior-based,
signature-based, and anomaly-based detection models, along with information resources on potential
threats and vulnerabilities. The visualization dashboard offers an overview of key cyber threat metrics.

However, integrating threat intelligence into established cybersecurity frameworks remains
challenging, as highlighted by the authors in [72]. The paper conducts a critical review of cyber threat
intelligence frameworks, focusing on their architecture and application in the cybersecurity field. It
examines the role and limitations of established cybersecurity frameworks, such as the Pyramid of
Pain, MITRE ATTACK, Cyber Kill Chain, and The Diamond Model of Intrusion Analysis, particularly
in the context of cyber threat intelligence analysis. The research identifies a gap in these frameworks:
they do not specifically address the execution of activities for harnessing cyber threat intelligence data,
as they were not originally designed for this purpose.

Expanding the application of threat intelligence, studies have also explored its use in detecting
specific threats, such as phishing, by utilizing multi-modal approaches like in [73]. They present
a multi-modal hierarchical attention model (MMHAM) that addresses the limitations of existing
methods by incorporating three major modalities of website content: URLSs, textual information, and
visual design. Threat intelligence enhances phishing detection and offers interpretability, allowing for
actionable phishing threat intelligence.

Lastly, the unique security needs of critical infrastructures like SCADA networks require continu-
ous improvements in detection systems, as discussed in [74]. The research doesn’t present empirical
results but instead provides a comprehensive review of existing IDS techniques. It highlights the need
for more robust and sophisticated methods to detect and mitigate cyber threats in SCADA systems,
which are critical to national infrastructure. The paper suggests improvements in IDS for enhanced
SCADA security, emphasizing the importance of adapting to evolving cyber threats.

7. Results

While most of the cloud security reviews presently available are dominantly focused on traditional
security, a few have stretched to include machine learning applications. None of them gave an overview
of the integration between machine learning and real-time threat intelligence. Our review closes this
gap since it is an inclusive synthesis of these two areas; it underlines the combined potential to improve
the security of cloud environments beyond the capabilities of stand-alone methods.

The findings from the analyzed research papers are summarized in Tables 1 and 2 below. These
tables provide a comprehensive overview of the different approaches used by the papers, focus areas,
and evaluation methods used in the field of cloud security.

Interestingly, while many studies report high accuracy rates, such as those by [59,63], which
achieved 97% and 99% accuracy respectively in detecting insider threats, there are some gaps and
trends that stand out. These papers highlight the effectiveness of advanced models like ensemble
learning and Deep Belief Neural Networks (DBNs) that clearly shows that machine learning is making
significant strides in this domain.

However, one surprising finding from this review is the limited use of unsupervised learning
techniques, especially combined with dynamic threat intelligence. Despite the massive potential of
these methods to detect unknown threats without the need for labeled data, most studies, such as [57]
and [60], still rely heavily on supervised learning approaches like Support Vector Machines (SVMs)
and autoencoders.

Another trend that emerged these years is the relatively sparse integration of cyber threat in-
telligence (CTI) with machine learning models. Although CTI is recognized as a critical component
for enhancing cloud security, studies like [58] and [61] show that many current models don’t fully
utilize the power of real-time threat intelligence. This gap indicates that there is significant room for
developing integrated solutions that dynamically update ML models with real-time threat data.
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Authors ML Algorithms Focus Frameworks & Approaches Evaluation Security
Area Metrics Requirements
[57] Transfer Learning Anomaly Detection, Transfer learning for Not specified Adaptability,
Cloud Security detecting known and Real-time detection
unknown attacks
[58] Not specified Cyber Threat Gathering and Not specified Scalability,
Intelligence Mining converting real-time Accuracy
cyber threat information
[59] Ensemble Learning Insider Threats, Machine learning-based Accuracy (97%) Real-time detection,
Privilege Escalation system for detecting Accuracy
insider threats
[60] K-means, SVMs, Anomaly Detection, Machine learning for Not specified Efficiency,
Autoencoders Cloud Security anomaly detection in Scalability
cloud environments
[61] Not specified Cyber Threat Methodology for Not specified Quality of
Intelligence Quality enhancing CTI quality Information
[62] Machine Learning CTI Analysis and Machine learning models Accuracy (86%) Usability,
Models Visualization for training on attack Scalability
patterns
[63] Deep Belief Insider Threat DBN for identifying Accuracy (99%), Accuracy,
Neural Network Detection malicious activities by F-score (98%) Confidentiality
legitimate users
[64] Not specified Cyber Threat Hybrid cloud-based Not specified Scalability,
Intelligence Sharing deployment model for Privacy
CTI sharing
[65] IPCA, GSCSO, IHNN  Cyber Threat Detection ~ Security model combining Improved detection Efficiency,
IPCA, GSCSO, and IHNN accuracy and Fl-scores  Accuracy
[66] Not specified ToT-enabled DLTIF for modeling and Accuracy (up to 99%) Scalability,

Maritime Transportation
Systems

identifying cyber threats

Real-time detection
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Table 2. Summary of Research Papers on Cloud security (Part 2).
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Authors ML Algorithms Focus Frameworks & Approaches Evaluation Security
Area Metrics Requirements
[67] Data Fusion, DDoS Attack Detection ~ Data fusion applications Not specified Real-time detection,
Machine Learning alongside ML classifiers Accuracy
Classifiers
[68] Not specified Cybersecurity Integrating malware Not specified Integrity,
Knowledge Integration behavior data with CTI Scalability
[69] Machine Learning, Cloud Security Analysis of ML/DL Not specified Adaptability,
Deep Learning techniques in cloud security Efficiency
[42] Machine Learning Attack Detection in Detection of DDoS and Accuracy (100%)  Real-time detection,
Algorithms Cloud MitC attacks using ML algorithms Accuracy
[70] Not specified Cyber Threat CTI framework for Macro-F1, Scalability,
Intelligence Framework  incident response in energy Micro-F1 metrics  Efficiency
cloud platforms
[71] Behavior-based, Cyber Threat Framework for CTI Not specified Usability,
Signature-based, Intelligence (CTT) implementation in organizations Accuracy
Anomaly-based Models
[72] Not specified Cyber Threat Review and critique of Not specified Adaptability,
Intelligence Frameworks  existing cybersecurity frameworks Scalability
[73] Multi-modal Phishing Detection MMHAM for detecting Not specified Usability,
Hierarchical phishing using website content Accuracy
Attention Model
[74] Intrusion Detection SCADA Security Review of IDS techniques Not specified Reliability,
Systems (Review) for SCADA security Scalability
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7.1. Discussion

Our review represents a fresh outlook; it takes a holistic examination of how machine learning
and dynamic threat intelligence can be combined to harden cloud security. While several reviews have
been conducted with regard to these technologies separately, our work represents one of the very few
studies that take a look at their combined potential. What we found was that this integrated approach
amped up the known threat detection capability, allowed for adaptability in real time against new and
evolving risks. This is a quantum step forward from traditional security measures that are often static
and cannot keep pace with the rapidly changing landscape of cyber threats.

Another striking observation is the partial integration of the threat intelligence with ML models.
Despite all the benefits of real-time threat intelligence, many studies do not fully use this resource in
their ML frameworks. Our review hence identifies that more work needs to be done to create models
that keep updating and adapt to new information about the threats for stronger defense against both
known and unknown attacks.

Our findings indicate quite a number of points that call for further investigation; for example,
the elaboration of standardized metrics for evaluation and more scalable solutions. Addressing these
gaps will, therefore, take the field one step closer toward creating stronger cloud security frameworks,
better equipped to face the challenge of complexity imposed on it by today’s digital environment.

7.2. Conclusion

This review concludes with a new look at machine learning and dynamic threat intelligence as
complementing solutions for cloud security. We have shown that their broad application provides a
far more flexible and effective cyber threat detection and response than afforded by traditional security.
By highlighting key gaps in the research so far, we have clearly shown the way for future studies.

We believe that this review will not only present understandings but also inspire new ideas and
directions for research and practice. In the future, it is highly expected to create adaptive and resilient
security frameworks that keep pace with the fast evolution of cyber threats. Building on our findings
and recommendations, we have no doubt in believing that both researchers and practitioners may
further contribute to a more secure and robust cloud environment.
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