Pre prints.org

Article Not peer-reviewed version

Approximate Unlearning in Finance

Changg*

Posted Date: 24 September 2024
doi: 10.20944/preprints202409.1840.v1

Keywords: Approximate Unlearning; Machine Learning; Deep Learning; Digital Asset; Cryptocurrency

Preprints.org is a free multidiscipline platform providing preprint service that
is dedicated to making early versions of research outputs permanently
available and citable. Preprints posted at Preprints.org appear in Web of
Science, Crossref, Google Scholar, Scilit, Europe PMC.

Copyright: This is an open access article distributed under the Creative Commons
Attribution License which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.



https://sciprofiles.com/profile/3868478

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 24 September 2024

Disclaimer/Publisher’'s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and

contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting
from any ideas, methods, instructions, or products referred to in the content.

Article
Approximate Unlearning in Finance

Chang Qi

Independent Researcher, Seattle, WA; changchannieqil@gmail.com

Abstract: Approximate unlearning is an emerging field in machine learning that addresses the challenge of
efficiently removing specific data points from models without the need for full retraining. In the financial
sector, where models are built on sensitive customer data and market information, the ability to unlearn data
is crucial for meeting privacy regulations like GDPR and ensuring model adaptability in real-time
environments. This paper explores the categorization of approximate unlearning into two main approaches:
data-driven approximation and model-driven approximation. Data-driven approximation focuses on
selectively retraining parts of the dataset to simulate the removal of data, while model-driven approximation
adjusts the model’s internal parameters to nullify the influence of unwanted data points. Both methods offer
computational and memory-efficient ways to balance the need for privacy compliance with the performance
demands of financial models. The paper discusses practical applications in algorithmic trading, fraud
detection, and risk assessment, and highlights the challenges associated with each approach. Through case
studies and literature references, we demonstrate how approximate unlearning can be applied to maintain
system efficiency, data privacy, and regulatory compliance in the financial domain. This research provides a
roadmap for future developments in approximate unlearning, particularly in the context of real-time financial
systems and federated learning environments.
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Introduction

Approximate unlearning is an emerging concept in machine learning that focuses on the efficient
removal of data or information from models, while ensuring that the system behaves as if the data
were never incorporated in the first place. This technique is particularly relevant in the financial
sector, where the need for data privacy, adaptability, and compliance with regulatory frameworks is
paramount. Financial institutions often handle vast amounts of sensitive data, including customer
profiles, transaction histories, and trading strategies. Given this, there is an increasing demand to
remove specific data points efficiently while ensuring that the performance of the model is preserved.

In contrast to exact unlearning, which aims to completely remove all traces of the data,
approximate unlearning focuses on providing a close approximation by selectively retraining or
recalibrating models. The goal is to balance computational efficiency with legal and regulatory
compliance. In finance, this balance becomes critical due to the high frequency of transactions and
the need for real-time analysis. Approximate unlearning provides a pathway to maintain system
efficiency while respecting privacy and compliance needs.

Literature Review

[1] and [2] categorize approximate unlearning into two classes: data-driven approximation and
model-driven approximation. Both approaches aim to remove the influence of specific data points
from machine learning models, but they differ in their methodologies and the specific components
of the learning system they target.

Strategies that focus on manipulating the data are categorized as data driven approximation.
[3], [4] and [5] use data isolation strategy for data-driven approximate unlearning. Although data-
driven approximate unlearning is applicable to most model types, the major drawbacks is that
unlearning is not complete. [6], [7], [8], [9] and [10] use data modification approach to accomplish the
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unlearning process. The unlearning process is easy to achieve, but it impacts the model’s utility and
consumes storage resources. This introduces some resource constraints to the overall model.

Model-driven approximation, on the other hand, focuses on the internal components of the
model itself rather than the data. This approach modifies the learned parameters of the model or its
architecture to approximate the removal of data influence. Model-driven techniques aim to directly
alter the weight configurations or the memory of the model without retraining the entire system,
ensuring computational efficiency while simulating the model as if the unwanted data was never
present. Graph neural network introduced in [11] can be used to assist in the model-driven
approximation. [12], [13], [14], [15] and [16] uses the influence function to evaluate the trained model.
These are called influenced based model driven approximation. At the same time, we have Fisher-
based model driven approximation from [17], [18] and [19]. All of the approaches above can be
applied to treasury [20] or crypto trading [21] applications. The detailed comparison between data-
drive and model driven approach can be found in Error! Reference source not found..

Table 1. Comparison Between Data-driven and Model-driven Approximation.

Aspect Data-Driven Approximation = Model-Driven Approximation

Direct changes to the model’s

Focus Training data adjustments
parameters

R if ints i if 1 igh
Data-Removal Approach emove or modify data points II‘IMOd.I y model weights and
the dataset architectures

Efficient for small data removals,Highly efficient for real-time

Efficiency avoids full retraining model updates

Memory/Resource Usage Typ1.cally requires storingOptimized for memory-efficient
multiple subsets of data updates

May leave residual traces ofMinimizes residual influence

Residual Influence . I
unlearned data with parameter recalibration

Use Cases Cust01'rner data deletion, fraudHigh-frequency trading, risk
detection models

Approximate Unlearning Techniques

Several techniques have been proposed for approximate unlearning, each with different
advantages and limitations, particularly when applied to the financial sector. Some methods involve
efficiently updating model parameters to remove the influence of the specific data point or set of
points that need to be erased. Other approaches involve leveraging gradient information or memory-
efficient representations to reduce the footprint of the data without retraining the entire model. Below
are some prominent techniques in approximate unlearning:

Gradient-based Approximate Unlearning: This technique calculates how specific data points
influence the model and adjusts the model's parameters accordingly. In financial systems where
models continuously learn from real-time data, this approach is beneficial as it allows for the efficient
removal of certain data points without degrading the overall model performance. Studies such as
those by Ginart et al. (2019) have demonstrated the feasibility of gradient-based unlearning for
sensitive financial data.

Subspace Projection: This approach seeks to project the model into a subspace that nullifies the
contribution of specific data. In a financial context, this could be particularly useful for time-sensitive
applications such as algorithmic trading, where the removal of older, irrelevant data must be fast and
efficient.

Memory-efficient Recalibration: This method focuses on recalibrating certain model components
to ensure that the model behaves as if it never learned from specific data. It is especially applicable
in risk management, where sensitivity to outliers or erroneous data can have far-reaching
consequences. Approximate unlearning helps in adjusting for these without requiring a full retrain.
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In high-frequency trading (HFT), for example, where models need to adapt quickly to new
information, traditional unlearning would require retraining large and complex models each time
some data is removed or updated. With approximate unlearning, traders can remove irrelevant or
faulty data from the model without compromising the model's decision-making capabilities. Ginart
et al. (2019) showed how approximate unlearning could be applied to decision tree models, which
are commonly used in financial decision-making, allowing for efficient updates without the need for
full retraining.

Another practical example can be found in the domain of credit risk modeling, where financial
institutions use large datasets of historical credit information to assess an individual’'s risk. If a
customer requests their data be erased, approximate unlearning can remove that specific data while
still maintaining the integrity of the overall model.

Applications in the Financial Arena

The application of approximate unlearning in the financial sector spans various areas, including
but not limited to algorithmic trading, fraud detection, and customer profiling. In each of these
domains, models are built using large volumes of data that often need to be updated or removed due
to changing market conditions or regulatory requirements.

One of the most sensitive and high-stakes applications of machine learning in finance is
algorithmic trading, where the speed and accuracy of models can lead to significant profits or losses.
In this domain, models are constantly learning from vast streams of financial data. Approximate
unlearning allows these models to stay current without retraining from scratch, helping traders
remain competitive in rapidly changing markets.

Fraud detection systems rely heavily on machine learning to identify anomalies in transaction
patterns. These models must remain accurate and adaptive, given that financial crimes evolve over
time. Approximate unlearning becomes essential when fraud-related data needs to be erased, such
as when a false positive is identified, or in cases where customer information must be deleted due to
privacy concerns. Literature on privacy-preserving learning has explored approximate unlearning in
fraud detection systems, helping banks ensure that their models comply with regulations like GDPR.

Customer profiling is at the core of personalized financial services, from credit scoring to loan
approval and investment advice. These models are built on detailed historical data, including
transaction histories, credit scores, and personal information. However, customers now have the
right to request their data be deleted. Approximate unlearning allows financial institutions to
maintain accurate models without having to retrain them from scratch, ensuring that customer
preferences and personalized services are still effective even after some data has been removed.

Challenges and Future Directions

Although approximate unlearning holds great promise, several challenges must be addressed
for it to be widely adopted in the financial industry. One significant issue is that approximations, by
their nature, may not provide a perfect removal of data, potentially leaving traces that could be
exploited in adversarial attacks. In finance, where the stakes are high, even small inaccuracies could
result in substantial financial loss or legal ramifications.

Federated learning, a distributed machine learning approach that trains models across
decentralized data sources, is becoming increasingly important in the financial sector due to privacy
and data governance concerns. Approximate unlearning can be particularly useful in federated
learning frameworks, where individual nodes may need to remove local data without compromising
the global model.

Conclusion

Approximate unlearning represents a promising advancement for the financial industry,
providing a means to efficiently remove sensitive data while maintaining the performance of machine
learning models. As financial systems continue to evolve and become more reliant on real-time data
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processing, the need for quick, efficient unlearning methods will become increasingly vital.

Approximate unlearning balances the need for privacy and regulatory compliance with the practical

demands of financial modeling, offering a way forward in an increasingly data-driven world.
However, future research is required to address the potential limitations and integrate these methods
more seamlessly into the broader financial ecosystem.
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