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Abstract: The purpose of this paper is to show how the self-exciting threshold autoregressive (SETAR) model 
could be an appropriate econometric framework for characterizing the dynamics of the U.S. public debt/GDP 
ratio after the Bretton Woods collapse. Our preferred SETAR specifications are capable in capturing the main 
stylized facts of the U.S. public debt/GDP ratio between 1974 and 2024. In addition, the estimated SETAR 
models are consistent with several theoretical frameworks that seek to explain the behavior of the U.S. public 
debt/GDP ratio before and after the Global Financial Crisis (GFC). Finally, the paper provides some arguments 
on why the previous studies that use the exponential smooth threshold autoregressive (ESTAR) models, or 
SETAR-type models for the first differences of the U.S. public debt/GDP ratio, are potentially mis-specified, 
both on econometric and economic grounds. 
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1. Introduction 

In a comprehensive review on the use of threshold autoregressions (TAR) and self-exciting 
threshold autoregressions (SETAR) in economics, Hansen (2011) [1] provides an overview of 75 
papers that employ (SE)TAR econometric framework in modeling and forecasting output growth, 
interest rates, prices, stock returns and exchange rates. This paper shows how SETAR methodology 
can be particularly useful in modeling asymmetries in the dynamics of public debt/GDP ratio. We 
focus on modeling non-linearities in the U.S. public debt/GDP ratio after the Bretton Woods collapse. 
Not only that our estimated two-regime and three-regime SETAR specifications are capable in 
capturing stylized facts of the U.S. public debt/GDP ratio between 1974Q1and 2024Q1, but they are 
also consistent with several theoretical predictions regarding the behavior of the U.S. public debt, 
starting, most notably, from the seminal paper by Barro (1979) [2]. Finally, we also show how 
previous contributions that use the exponential smooth transition autoregression (ESTAR) model and 
the SETAR model for the first differenced U.S. public debt/GDP ratio are potentially mis-specified on 
both econometric and economic grounds. 

To acquaint the reader with the previous literature on public debt behavior in the case of the 
United States, we organize the rest of the introductory section by reviewing the literature on potential 
non-stationarity of the U.S. public debt/GDP ratio first, and then discuss papers that model the non-
linearities in the dynamics of the U.S. public debt. As Bec et al. (2004) [3] caution, establishing the 
stationarity of the time series in question prior to estimating the appropriate SETAR model is 
essential, since the underlying econometric methods developed in Hansen (1996, 1997, 2017) [4–6], 
González and Gonzalo (1997) [7] and Gonzalo and Pitarakis (2002) [8] rest crucially on the ergodicity 
and global stationarity assumptions for the stochastic process under investigation. 

Persistence 

Barro (1979) [2] was the first to claim that there are no underlying economic forces that would 
cause public debt/GDP ratio to converge to some steady-state target value. In other words, in Barro’s 
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(1979) [2] tax smoothing model, the U.S. public debt behaves like a random walk after World War I. 
The public debt/GDP ratio exhibits unpredictable movements governed only by transitory 
government spending (mostly during wars) and countercyclical output shocks (mostly during 
recessions). There is also no effect of both unanticipated and expected (anticipated) inflation on the 
public debt/GDP ratio. The stated results do not change regardless of whether one measures public 
debt at nominal (par) or market values. 

Hamilton and Flavin (1986) [9] refute Barro’s (1979) [2] conclusion that the U.S. public debt/GDP 
ratio exhibits random walk-type behavior, although for a much shorter period spanning from 1960 
to 1984. By applying the standard Dickey-Fuller unit root test of Dickey and Fuller (1981) [10], 
Hamilton and Flavin (1986) [9] reject the unit root non-stationarity hypothesis for the U.S. public 
debt/GDP ratio at 10% significance level 

Kremers (1988) [11], however, shows that the non-stationarity of the U.S. public debt/GDP ratio 
cannot be rejected in the post-World War II data. Contrary to Hamilton and Flavin (1986) [9], Kremers 
(1988) [11] implements an augmented Dickey-Fuller unit root test to appropriately model the 
autocorrelation present in the residual values of the U.S. public debt-to-GDP ratio, and consequently 
overturns the results of Hamilton and Flavin (1986) [9] by not being able to reject the non-stationarity 
hypothesis at any critical level of up to 90%. In addition, Kremers (1989) [12] further shows that even 
for the combined inter- and post-war period one cannot firmly reject the non-stationarity hypothesis 
in the case of the U.S. public debt/GDP ratio. 

Wilcox (1989) [13] argues that the U.S. public indebtedness measure that Hamilton and Flavin 
(1986) [9] use is inappropriate since it rests on the undiscounted public debt. Contrary to Hamilton 
and Flavin (1986) [9], Wilcox (1989) [13] calculates the discounted value of the U.S. public debt where 
the present value of the public debt at a particular point in time is calculated using stochastic real 
interest rates. Wilcox (1989) [13] uses the discounted value of the U.S. government debt to define a 
public debt sustainability criterion which states that overall fiscal policy is sustainable if the projected 
discounted value of the public debt/GDP ratio approaches zero, i.e., if the expected present value of 
the sum of future primary surpluses equals the current market value of the U.S. public debt. As in 
Hamilton and Flavin (1986) [9], Wilcox (1989) [13] operationalizes his sustainability criterion by 
comparing the current market value of the public debt with the sum of expected discounted primary 
surpluses and denotes the difference between the two as 𝐴௧ = lim

௧→ஶ
 𝐵௧/((1 + 𝑟௧)௧) where 𝐵௧  is the 

market value of public debt and 𝑟௧  is the stochastic interest rate measured in real terms. Wilcox (1989) 
[13] further argues that the behavior of 𝐴௧ is influenced by the behavior of 𝐵௧-if 𝐵௧  is non-stationary, 
then 𝐴௧ is stochastic, and if 𝐵௧  is stationary, then 𝐴௧ is constant. The conclusion of Wilcox (1989) 
[13] is that for the period after 1974, the discounted market value of the U.S. public debt is non-
stationary. 

Given the inconclusive evidence of previous unit root studies in assessing the sustainability of 
the U.S. public debt, Bohn (1998, 2007) [14,15] criticizes a unit root-type regressions on two grounds. 
First, Bohn (1998) [14] argues that unit root test regression suffers from an omitted variable bias since 
they do not account for the cyclical output changes and transitory government spending. By aiming 
to explain the variations in the primary fiscal balance as a function of movements in the public debt, 
output gap and transitory government spending, Bohn (1998) [14] proposes a fiscal reaction function 
(FRF) regression approach to test for the mean-reversion in the stochastic process for the U.S. public 
debt. Using the data for the United States between 1916 and 1995, Bohn (1998) [14] concludes that the 
U.S. public debt/GDP ratio behaves as highly persistent, but overall mean-reverting, stationary 
stochastic process. Regardless of how interest rates and growth rates compare, a positive response of 
the primary fiscal balance to public debt movements represents a sufficient condition for public debt 
sustainability, since any upward movement in public debt/GDP ratio would be reversed with 
positive primary fiscal balance response. 

Second, the sustainability notion of Wilcox (1989) [13], 𝐴௧ = lim
௧→ஶ

 𝐵௧/((1 + 𝑟௧)௧) → 0, is always 
satisfied, since the exponential growth in the denominator (1 + 𝑟௧)௧ asymptotically dominates the 
polynomial growth in the numerator 𝐵௧  irrespective of the order of integration for 𝐵௧-see Proposition 
1 on page 1840 of Bohn (2007) [15] for a detailed proof. 
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Contrary to Bohn (1998) [14], who estimates a single equation ordinary least squares (OLS) FRF, 
Cochrane (2020, 2022) [16,17] estimates a vector autoregressive (VAR) model with public debt and 
primary fiscal surplus and finds a 0.98 value for the first lag debt coefficient. In other words, Cochrane 
(2020, 2022) [16,17] reaffirms the findings of Bohn (1998) [14] that public debt/GDP ratio is stationary, 
but highly persistent, near-unit root stochastic process. 

On the other hand, Campbell et al. (2023) [18] argue that the U.S. public debt/GDP ratio after the 
World War II must be non-stationary since it has little ability to predict its own dynamics, as well as 
future fiscal developments in taxes and spending. Campbell et al. (2023) [18] instead propose a 
stationary government surplus/debt ratio as a useful predictor of future fiscal outcomes. 

Finally, although Jiang et al. (2024) [19] find that the U.S. public debt/GDP ratio is persistent, 
close to a unit root, stochastic process, the authors exclude the possibility that there is an actual unit 
root in the autoregressive representation for the public debt/GDP ratio on several grounds. First, a 
non-stationary public debt/GDP would breach any upper bound given an arbitrarily long forecast 
horizon. Second, a unit root stochastic process would also imply an ever-increasing variance of the 
public debt/GDP ratio with the passage of time. Third, large increases in the public debt/GDP ratio 
in the U.S. fiscal history were usually followed by i) discretionary fiscal adjustments; ii) high inflation; 
iii) financial repression in the form of interest rate caps on government borrowing; or iv) corrections 
in market prices of government bonds. In sum, Jiang et al. (2024) [19] conclude that the U.S. public 
debt/GDP ratio exhibits highly persistent, near-unit root, behavior, but more importantly, the authors 
contribute such autocorrelation profile to the 2007 structural break due to the Global Financial Crisis 
(GFC). However, as Jiang et al. (2024) [19] acknowledge themselves, the timing of the structural break 
is exogenous to the dynamics of public debt/GDP ratio. 

The reader should note at this point that even if the timing of the 2007 structural break had been 
endogenous, i.e., explained by the underlying forces that govern the dynamics of public debt/GDP 
ratio, Carrasco (2002) [20] warns that endogenous structural change tests have no power if the data 
are generated by a non-linear threshold-type model. Putted differently, the non-linear threshold-type 
tests for parameter stability have greater power in comparison to tests that deal with structural 
change in parameters. Consequently, Carrasco (2002) [20] advises that testing the null hypothesis of 
linearity against a threshold alternative is the most robust approach in detecting parameter instability 
in macroeconomic and financial time series. 

The recommendations of Carrasco (2002) [20] regarding the use of non-linear threshold-type 
models in economics are crucial from the standpoint of this paper, even more so given the results by 
Gonzáles and Gonzalo (1997) [7] and Lanne and Saikkonen (2002) [21] who caution about the 
observational equivalence between the actual unit root stochastic processes and respective non-linear 
alternatives, especially in small samples. The question is, however, which non-linear threshold 
alternative is the most suitable one in describing the dynamics of highly persistent near-unit root 
stochastic processes such as the one governing the dynamics of the U.S. public debt/GDP ratio after 
the Bretton Woods collapse. 

Non-Linearities 

One of the first contributions that model the non-linearities in the dynamics of the U.S. public 
debt/GDP ratio is Sarno (2001) [22]. In particular, Sarno (2001) [22] estimates the ESTAR model of the 
following form 

∆𝑑௧ = 𝛼 + 𝜌𝑑௧ିଵ + ∑ 𝜙௝∆𝑑௧ି௝
௣ିଵ
௝ୀଵ + ൫𝛼∗ + 𝜌∗𝑑௧ିଵ + ∑ 𝜙௝

∗௣ିଵ
௝ୀଵ Δ𝑑௧ି௝൯Φ[𝜃; 𝑑௧ି௞ − 𝜇] + 𝜖௧ (1) 

in which ∆ represents the first difference operator, 𝑑௧ is the ergodic and globally stationary public 
debt/GDP ratio, 𝛼 and 𝛼∗ are regime-dependent level shifts, the residuals are 𝜖௧~𝑖𝑖𝑑(0, 𝜎ଶ), while 
𝑘  is the delay parameter. The transition function between the two regimes takes the form 
Φ[𝜃; 𝑑௧ି௞ − 𝜇] = 1 − 𝑒𝑥𝑝[−𝜃(𝑑௧ି௞ − 𝜇)ଶ] where 𝜃 measures the speed of transition between the two 
regimes and 𝜇 denotes the threshold public debt/GDP ratio. The sum of autoregressive coefficients, 
∑ 𝜙௝

௣ିଵ
௝ୀଵ , determines the order of autoregression (𝑝), while 𝜌 and 𝜌∗ represent respective regime-

dependent autoregressive slope coefficients. Although it is admissible for 𝜌 ≥ 0 , the global 
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stationarity condition for the described ESTAR model of Sarno (2001) [22] demands that 𝜌∗ ≤ 0 and 
𝜌 + 𝜌∗ ≤ 0. 

Sarno (2001) [22] estimates the equation (1) on a sample spanning from 1916 to 1995 to discover 
that the U.S. public debt/GDP ratio behaves as a nonlinear mean-reverting ESTAR stochastic process. 
There are, however, several potential problems with the underlying ESTAR econometric estimates 
from Sarno (2001) [22]. 

First, since the equation (1) of Sarno (2001) [22] from above is parameterized and estimated in 
first differences and not levels of public debt/GDP ratio, the estimates from (1) might be prone to an 
omitted variable bias. The equation (1), in essence, represents a non-linear reaction function of ∆𝑑௧  
on 𝑑௧ିଵ in which the response of ∆𝑑௧  to 𝑑௧ିଵ is regime specific and determined by the estimated 
values of 𝑘, 𝜃 and 𝜇, as well as on the shape of the transition function Φ[𝜃; 𝑑௧ି௞ − 𝜇] which, in the 
case of Sarno (2001) [22], is an exponential transition function. Since ∆𝑑௧  is approximately equal to 
the overall fiscal balance corrected for the potential stock-flow discrepancies, the ESTAR equation (1) 
is essentially a non-linear FRF of the overall fiscal balance to regime specific 𝑑௧ିଵ values. To the 
extent that ∆𝑑௧  approximates the dynamics of the U.S. primary fiscal balance, the equation (1), 
similarly to the unit root test regressions, also does not incorporate the transitory government 
spending and cyclical output shocks on its right-hand side. More importantly, Bohn (1998) [14] 
explicitly states that ∆𝑑௧ is a function of both lagged public debt/GDP and non-debt components, 
most notably the output gap and transitory government spending. In particular, the equation (4) from 
Bohn (1998) [14] reads as follows 

∆𝑑௧ = 𝑑௧ − 𝑑௧ିଵ = −[1 − 𝑥௧(1 − 𝜌)]𝑑௧ିଵ − 𝑥௧𝜇௧ିଵ        (2) 
in which 𝑥௧ = 1 + 𝑟௧ − 𝑦௧  for the real interest rate 𝑟௧ and the real growth rate 𝑦௧ , and where 𝜇௧ିଵ 
represents lagged output gap and transitory government spending, under the realistic assumption 
that both variables are strictly bounded stochastic processes. In Table 2 (page 956), Bohn (1998) [14] 
provides estimates of the equation (2) from above. In addition, when evaluating a nonlinear response 
of primary fiscal balance to changes in public debt/GDP ratio in Table 3 (page 958), Bohn (1998) [14] 
explicitly controls for the variations in output gap and transitory government spending. Similar to 
Bohn (1998) [14], Mendoza and Ostry (2008) [23] and Mauro et al. (2015) [24] also quantify the size of 
an omitted variable bias for the primary balance FRF coefficient in a wider international and historical 
context. 

Second, a claim of Sarno (2001) [22] on page 120 that “there is growing evidence that 
governments respond more to primary deficits (surpluses) when public debt is particularly high 
(low)” is a valid empirical fact in the case of the U.S. for the sample period from 1916 to 1995 which 
both Bohn (1998) [14] and Sarno (2001) [22] use in their respective studies. However, there is a 
statistically significant structural shift in the primary balance FRF coefficient after the GFC, as 
D’Erasmo et al. (2015) [25] document in the case of the U.S. for the period 1791-2014. Using the 
extended sample period that ends in 2014, D’Erasmo et al. (2015) [25] manage to overturn most of the 
results originally reported by Bohn (1998) [14]. In particular, due to an unprecedented public debt 
build up after the 2008 GFC, D’Erasmo et al. (2015) [25] quantify a much lower primary balance FRF 
coefficient to public debt upward movements. This finding of D’Erasmo et al. (2015) [25] contradicts 
the statement of Sarno (2001) [22] from page 121 “…that governments react more strongly to primary 
deficits when the deviation of the debt/GDP ratio from equilibrium is large in absolute size suggests 
that the larger the deviation from the long-run equilibrium of the debt/GDP ratio, the stronger will 
be the tendency to move back to equilibrium.” 

The reader should also note that the emphasized assertions of Sarno (2001) [22], and the original 
estimates by Bohn (1998) [14], are inconsistent with the sovereign borrower rational expectations 
equilibrium model of Ghosh et al. (2013) [26] in which the fiscal behaviour of the sovereign borrower 
tracks a reduced form FRF with the fiscal fatigue characteristics. The FRF with fiscal fatigue 
characteristics of Ghosh et al. (2013) [26] implies a cubic relationship between primary fiscal balance 
and public debt such that at low levels of debt there is no, or even negative, relationship between the 
primary balance and public debt. With the increase of public debt, the response of the primary 
balance increases also, but the magnitude of the response eventually weakens and finally decreases 
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at very high levels of debt. In sum, it is unlikely that governments can respond more aggressively to 
increased primary deficits when public debt/GDP ratio is particularly high, if only because the 
primary surplus/GDP ratio cannot exceed 100% while interest payments and public debt as % of GDP 
can. 

Third, some novel econometric findings of Heinen et al. (2012) [27] and Buncic (2019) [28] are in 
contrast with the claims of Sarno (2001) [22] about the desirable properties of the exponential 
transition function, most notably the properties about its boundedness between 0 and 1 and 
symmetrically inverse-bell shaped transition function around 0. On page 120, below the equation (1), 
Sarno (2001) [22] claims that “these properties are attractive in the present context because they allow 
symmetric adjustment of d(t) for deviations above and below the equilibrium level.” However, Heinen et al. 
(2012) [27] argue that one cannot distinguish the transition function in relation to extreme parameter 
combinations which is especially the case for very small or very large values of the error term 
variance, or when certain model parameters tend to their limiting values. The consequence of this 
identification problem are strongly biased estimators in the case of ESTAR model specification. 

Similar to Heinen et al. (2012) [27], Buncic (2019) [28] emphasizes an additional identification 
problem in the case of the ESTAR model which implies observational equivalence between the 
exponential transition function and the quadratic transition function in cases when the speed of 
transition parameter 𝜃 takes on relatively small values. On the other hand, for relatively large values 
of the speed of transition parameter 𝜃, there is an observational equivalence between the exponential 
transition function and indicator outlier fitting function. In other words, the exponential transition 
function acts like a dummy variable which removes the influence of outlier observations. As the 
simplest possible alternative to the ESTAR model specification, Buncic (2019) [28] recommends the 
use of (SE)TAR-type threshold models. 

Fourth, as Sarno (2001) [22] notes in the footnote number 3 on page 120 of his article, an 
alternative smooth transition function to the exponential one of the ESTAR process is the logistic 
transition function of the LSTAR model specification. Sarno (2001) [22] opts for an exponential 
transition function on statistical grounds and further argues that the LSTAR model “seems relatively 
less appropriate for modeling the dynamics of the public debt/GDP ratio”, since it implies asymmetric 
behaviour of public debt/GDP with respect to endogenously estimated threshold. Cochrane (2022) 
[17], however, claims (page 31) that “the s-shaped surplus/GDP process is a crucial lesson” for the post-
World War II fiscal dynamics. In other words, today’s deficits are followed by future surpluses, since 
the surplus/GDP follows an s-shaped process in a two-variable VAR setting with public debt/GDP 
and surplus/GDP ratios. But even if the statements of Cochrane (2022) [17] about the s-shaped 
surplus/GDP process are correct, which Campbell et al. (2023) [18] and Jiang et al. (2024) [19] question 
on the basis of highly persistent near-unit root process for public debt/GDP, the problem with the 
LSTAR model specification, as Ekner and Nejstgaard (2013) [29] claim on page 17, is that “a large and 
imprecise estimate of the speed of transition parameter 𝜃 implies that the LSTAR model is effectively a TAR 
model.” 

Both the recommendations of Buncic (2019) [28] and Ekner and Nejstgaard (2013) [29] show that 
the (SE)TAR process has more desirable statistical properties in comparison to ESTAR and LSTAR 
processes, respectively. Gnegne and Jawadi (2013) [30] estimate a two-regime SETAR process for the 
public debt/GDP ratio in the case of the United States between 1970 and 2009. However, similarly to 
Sarno (2001) [22], Gnegne and Jawadi (2013) [30] model the non-linear behaviour in the changes, not 
levels, of the public debt/GDP ratio which effectively implies investigating asymmetries in the stock-
flow adjusted overall fiscal balance. The choice of Gnegne and Jawadi (2013) [30] to focus on changes, 
instead on levels, of the public debt/GDP ratio is governed by the potentially inappropriate choice of 
respective unit root tests. In particular, Gnegne and Jawadi (2013) [30] assert (Table 1, page 158) that 

“According to Table 1, the great majority of unit root tests indicate that public debt/GDP ratio in the case 
of US is an I(1) stochastic processes. To check the robustness of our findings for the presence of structural 
breaks, we further apply a ZA unit root test, but the main conclusion about I(1) behaviour remains unchanged.” 

Gnegne and Jawadi (2013) [30], hence, use the Zivot-Andrews (ZA) unit root test with single 
endogenous structural break to strengthen their findings about the I(1) nature of the stochastic 
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process for the U.S. public debt/GDP ratio between 1970-2009. Chortareas et al. (2008) [31], however, 
caution that the results of unit root tests with structural breaks often do not agree with the results of 
unit root tests that posit a non-linear stationarity under the alternative hypothesis. In other words, 
since unit root tests with structural breaks essentially capture the different time series characteristics 
of the stochastic process in question, one should use them only as complementary tests to the non-
linear unit root tests, as Chortareas et al. (2008) [31] recommend. 

Since the choice of a particular alternative hypothesis in unit-root tests affects their ability to 
reject the null hypothesis, one particular testing strategy for attaining the desirable power of unit root 
testing procedures would be to use an F-test of Enders and Granger (1998) [32] for the null hypothesis 
of a unit root against an alternative of a stationary two-regime SETAR process. The reader should 
note, however, that the Monte Carlo simulations of Enders (1998) [33] report that the F-test of Enders 
and Granger (1998) [32] has lower power than the traditional Dickey-Fuller unit root test of Dickey 
and Fuller (1981) [10] that ignores the threshold break under the alternative. The problem with the 
Dickey-Fuller unit root test, on the other hand, is that it has very low power in the case of highly 
persistent near-unit root AR(1) processes, which is precisely the case for the U.S. public debt/GDP 
ratio. Since both the F-test of Enders and Granger (1998) [32] and the Dickey-Fuller test of Dickey and 
Fuller (1981) [10] have low power in the case of the U.S. public debt/GDP ratio, one potential solution 
is to use the efficient unit root tests of Elliott et al. (1996) [34], since Bec et al. (2022) [35] find that these 
unit root tests have higher power than traditional unit root tests, single threshold-type unit root tests 
of Enders and Granger (1998) [32] and two threshold-type unit root tests of Kapetanios and Shin 
(2006) [36] in the case when AR(1) coefficient is larger than 0.95. 

Although Gnegne and Jawadi (2013) [30] do not report the results of efficient unit root tests from 
Elliott et al. (1996) [34], they present, in line with the recommendations from Bohn (2007) [15], the 
results of the stationarity KPSS test of Kwiatkowski et al. (1992) [37]. In particular, Bohn (2007) [15] 
asserts that testing the null hypothesis of stationarity against the alternative of a unit root can be of 
economic interest, since one can, after concluding that the null hypothesis of stationarity cannot be 
rejected, proceed to test for potential non-linearities in the stochastic process for public debt. 
However, Gnegne and Jawadi (2013) [30] present only the results of the stationarity testing with the 
intercept term without trend, even though the Figure 2 on page 156 of their paper clearly depicts the 
upward trending behaviour in the U.S. public debt/GDP ratio between 1970 and 2009. The realized 
value of the KPSS test statistics of 1.44 from Table 1 (page 158) of Gnegne and Jawadi (2013) [30] 
rejects the null hypothesis of stationarity at the 5% significance level, but the results have to be 
interpreted with caution since the choice of an intercept term as the only deterministic component 
can influence the power of the stationarity test of Kwiatkowski et al. (1992) [37]. 

Before presenting the methodological econometric framework in the next section of the paper, it 
would be useful to summarize main points regarding the time series properties of the U.S. public 
debt/GDP ratio after the Bretton Woods collapse. First, the U.S. public debt/GDP ratio can be best 
characterized as the near-unit root stochastic process with a first lag autocorrelation coefficient higher 
than 0.95. Second, in determining the order of integration of the U.S. public debt/GDP ratio, one 
should place emphasis on efficient unit root tests from Elliott et al. (1996) [34] and stationarity test 
from Kwiatkowski et al. (1992) [37] using both the intercept and linear time trend as deterministic 
components in testing regressions. Third, to model threshold non-linearities in the dynamics of the 
U.S. public debt/GDP ratio one should opt for the SETAR model specification instead of ESTAR or 
LSTAR model specifications. Fourth, the SETAR model should be estimated in levels, not first 
differences, of the U.S. public debt/GDP ratio since i) the first differenced public debt/GDP 
approximates the overall fiscal balance corrected for the stock-flow adjustments and consequently 
has an alternative economic interpretation with respect to the public debt/GDP ratio measured in 
levels; and ii) bond investors, credit rating agencies, policy makers and international financial 
institutions are primarily interested in monitoring and forecasting public debt/GDP ratio in levels, 
not first differences. 

2. Methods 
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Tsay (1989) [38] is an early contribution in detecting the number and location of thresholds using 
an intuitive graphical approach on the residuals from the arranged linear AR(p) autoregression. More 
recently, Hansen (1996, 1997, 2017) [4–6] develops an asymptotic p-value based approach that 
supports testing, estimation and inference for general two-regime SETAR type models of order p. 
Following closely, almost verbatim, the exposition in Hansen (1997) [5], this section acquaints the 
reader with the theoretical econometric background on which the empirical estimates from Section 3 
are based. 

Following Hansen (1996, 1997, & 2017) [4–6], a two-regime SETAR model with an autoregressive 
order 𝑝 has the following form 
𝑦௧ = ൫𝑎଴ + 𝑎ଵ𝑦௧ିଵ + ⋯ + 𝑎௣𝑦௧ି௣൯1(𝑦௧ିଵ ≤ 𝛾) 

+൫𝑏଴ + 𝑏ଵ𝑦௧ିଵ + ⋯ + 𝑏௣𝑦௧ି௣൯1(𝑦௧ିଵ > 𝛾) + 𝑒௧       (3) 
in which 1(∙) denotes the indicator function, 𝑦௧ିଵ is the threshold variable with the delay parameter 
𝑑  set equal to one (𝑑 = 1), and 𝛾  is the value of the threshold. The parameters 𝑎଴, 𝑎ଵ, … , 𝑎௣  are 
autoregressive slopes for the lower regime (𝑦௧ିଵ ≤ 𝛾) while 𝑏଴, 𝑏ଵ, … , 𝑏௣ are autoregressive slopes for 
the upper regime (𝑦௧ିଵ > 𝛾) . The error 𝑒௧ , potentially heteroscedastic, is martingale difference 
sequence. 

We present only the case for the delay parameter 𝑑 set equal to one (𝑑 = 1) since i) the partial 
autocorrelation function of the U.S. public debt/GDP ratio points to an AR(1) process for the U.S. 
public debt/GDP ratio for the period in question and since ii) by definition, we have 𝑑 ≤ 𝑝, where 𝑑 
takes on discrete values only. Note that the estimation problem in the case of 1 < 𝑑 ≤ 𝑝 still implies 
super consistent least squares (LS) estimate of 𝑑, since the parameter space over which one must 
conduct the grid search for 𝑑 would be discrete. 

To estimate the threshold parameter and slope coefficients, Hansen (1997) [5] introduces the 
following notation 

𝑥௧ = (1 𝑦௧ିଵ  … 𝑦௧ି௣)ᇱ           (4) 
and 

𝑥௧(𝛾) = (𝑥௧
ᇱ1(𝑦௧ିଵ ≤ 𝛾) 𝑥௧

ᇱ1(𝑦௧ିଵ > 𝛾))′          (5) 
yields the following representation for equation (3) 

𝑦௧ = 𝑥௧
ᇱ𝑎1(𝑦௧ିଵ ≤ 𝛾) + 𝑥௧

ᇱ𝑏1(𝑦௧ିଵ > 𝛾) + 𝑒௧        (6) 
or 

𝑦௧ = 𝑥௧(𝛾)′𝜃 + 𝑒௧            (7) 
where 

𝜃 = (𝑎ᇱ 𝑏ᇱ)′. 
Hansen (1997) [5] estimates the parameters of equation (7), 𝛾 and 𝜃, with the conditional LS 

estimator. In particular, for a given value of 𝛾, the LS estimate of 𝜃 is 
𝜃෠(𝛾) = (∑ 𝑥௧(𝛾)𝑥௧

௡
௧ୀଵ (𝛾)ᇱ)ିଵ(∑ 𝑥௧(𝛾)𝑦௧)௡

௧ୀଵ         (8) 
with residuals 

𝑒̂௧(𝛾) = 𝑦௧ − 𝑥௧(𝛾)′𝜃෠(𝛾)           (9) 
and residual variance 

𝜎ො௡
ଶ(𝛾) =

ଵ

௡
∑ 𝑒̂௧

௡
௧ୀଵ (𝛾)ଶ.           (10) 

The LS estimate of 𝛾 is the value that minimizes the right-hand side of equation (10) 
𝛾ො = argmin

ఊ∈Г
𝜎ො௡

ଶ(𝛾)            (11) 

where Г = ቂ𝛾, 𝛾ቃ describes the lower (𝛾) and the upper (𝛾) percentiles of the probability distribution 
of the ordered threshold variable. 

Hansen (1997) [5] solves the minimization problem from equation (11) using direct search. The 
reader should note that the residual variance from equation (10), 𝜎ො௡

ଶ(𝛾), takes on at most 𝑛 distinct 
values when 𝛾 is varied, and these values correspond to 𝜎ො௡

ଶ(𝑦௧ିଵ), 𝑡 = 1, 2, … 𝑛. Consequently, to 
find the LS estimate of equation (11), Hansen (1997) [5] estimates the ordinary least squares (OLS) 
regressions of the form 𝑦௧ = 𝑥௧(𝛾)′𝜃 + 𝑒௧  setting 𝛾 = 𝑦௧ିଵ  for each 𝑦௧ିଵ ∈ Г  which amounts to 
slightly less than 𝑛  regressions. For each regression, Hansen (1997) [5] calculates the residual 
variance 𝜎ො௡

ଶ(𝛾) and concentrates on the value of 𝛾 that corresponds to the smallest variance 
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𝛾ො = argmin
௬೟షభ∈Г

𝜎ො௡
ଶ.            (12) 

Hansen (1997) [5] finds the LS estimate of 𝜃 as 𝜃෠ = 𝜃෠(𝛾ො), while the LS residuals are equal to 
𝑒̂௧ = 𝑦௧ − 𝑥௧(𝛾ො)′𝜃෠ with sample variance 𝜎ො௡

ଶ = 𝜎ො௡
ଶ(𝛾ො). 

To construct asymptotically valid confidence intervals for 𝛾, Hansen (1997) [5] recommends the 
use of the following likelihood ratio statistics 

𝐿𝑅௡(𝛾) = 𝑛(
ఙෝ೙

మ(ఊ)ିఙෝ೙
మ(ఊෝ)

ఙෝ೙
మ(ఊෝ)

)           (13) 

for which 𝐿𝑅௡(𝛾଴) is the likelihood ratio statistic to test the null hypothesis 𝐻଴: 𝛾 = 𝛾଴, and for which, 
trivially, 𝐿𝑅௡(𝛾ො) = 0 for 𝛾 = 𝛾ො. Hansen (1997) [5] further denotes the 𝛽-level critical value for 𝜉 as 
𝑐క(𝛽) in which 𝜉 is the random variable with the following probability density function 

𝑃(𝜉 ≤ 𝑥) = (1 − 𝑒ି௫ ଶ⁄ )ଶ           (14) 
and for which the 95% critical value equals 7.35 (see the second row of Table 1 in Hansen (1997) [5]). 
To find the 95% confidence interval for 𝛾, Hansen (1997) [5] sets 

Г෠ = ൛𝛾: 𝐿𝑅௡(𝛾) ≤ 𝑐క(𝛽)ൟ           (15) 
which can be found graphically by plotting the likelihood ratio 𝐿𝑅௡(𝛾) sequence against 𝛾  and 
drawing a flat line at 7.35, i.e., at the 95% critical value for 𝑐క(𝛽). Since the set Г෠ can be disjoint in 
practice, it is possible to perform a threshold search over a convexified region Г෠௖ = [𝛾ොଵ, 𝛾ොଶ] where 
𝛾ොଵ = min

ఊ
Г෠ аnd 𝛾ොଶ = max

ఊ
Г෠. Hansen (1997) [5] provides Monte Carlo evidence in favour of using Г෠௖ 

over Г෠ . 
Hansen (1997) [5] also shows how to construct a 𝛽 -level confidence intervals for the slope 

parameters of the SETAR model in question. If 𝑧ఉ  is the 𝛽 -level critical value for the normal 
distribution and if 𝑠̂ఊ  is the standard error for 𝜃෠(𝛾), then the 𝛽 -level confidence interval for 𝜃 , 
conditional on 𝛾 being fixed, is 

Θ෡(𝛾) = 𝜃෠(𝛾) ± 𝑧ఉ 𝑠̂(𝛾).           (16) 
When 𝛾  is known, and equals 𝛾଴ , equation (16) trivially becomes Θ෡(𝛾଴) = 𝜃෠(𝛾଴) ± 𝑧ఉ 𝑠̂(𝛾଴) . 

Since 𝛾ො is a consistent estimator of 𝛾଴ at a fast rate, Hansen (1997) [5] proceeds as if 𝛾ො = 𝛾଴ and use 
Θ෡(𝛾ො) as an asymptotically valid confidence interval for 𝜃. However, since in small samples 𝛾 might 
not be estimated precisely, this sampling error would also affect the precision of 𝜃෠ estimates. To 
reduce the sampling error, Hansen (1997) [5] proposes to first construct a 𝜙-level, 𝜙 < 1, confidence 
interval for 𝛾, and for each 𝛾 in this 𝜙-level confidence interval, calculates a confidence interval for 
𝜃, and then form the union of all these sets. More formally, if Г෠(𝜙) represents a confidence interval 
for 𝛾 for a given asymptotic coverage 𝜙, 𝜙 < 1, and if, for each 𝛾 ∈ Г෠(𝜙), one can construct the 
confidence interval Θ෡(𝛾) as in equation (16) and denote the union of these sets to 

Θ෡థ = ⋃ Θ෡ఊ∈Г෠(థ) (𝛾)           (17) 
so it is possible to reduce the sampling error of the slope parameter estimates, as Hansen’s (1997) 

[5] Monte Carlo experiment shows. As Hansen (1997) [5] notes, by construction, Θ෡థ increases with 
𝜙 in the sense that Θ෡థଵ ⊂  Θ෡థଶ for 𝜙ଵ < 𝜙ଶ. In addition, the smallest member of this class is Θ෡଴ =

 Θ෡(𝛾ො), the confidence interval formed by ignoring the sampling variation in 𝛾ො , so that Θ෡థ  is by 
construction larger than Θ෡(𝛾ො) for any 0 < 𝜙 < 1. 

3. Results 

This section consists of two subsections. Subsection 3.1. presents main stylized facts for the U.S. 
public debt/GDP ratio for the period 1974Q1-2024Q1. Subsection 3.2. presents econometric estimates 
of single and double threshold SETAR specifications. 

3.1. Stylized Facts 

Figure 1 plots the dynamics of the seasonally adjusted federal U.S. public debt as % of GDP for 
the period 1974Q1-2024Q1. Following Acalin and Ball (2024) [39], we use the data from the U.S. Office 
of Management and Budget. The data can be downloaded from the Federal Reserve Bank of St. Louis 
website under the code number GFDEGDQ188S. 
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Figure 1. Source: Authors’ calculations. 

Since the U.S. public debt/GDP ratio between 1946 and 1974 fell by 23 percentage points, 
primarily due to FED’s interest rate pegging policy between 1942 and 1951 and unanticipated 
inflation during the 1960s, as Acalin and Ball (2024) [39] document in great detail, the sample starts 
at 1974Q1. In addition, the beginning of the sample in 1974 enable us to investigate non-linearities in 
the dynamics of the U.S. public debt/GDP ratio for a relatively homogeneous period of flexible 
exchange rates after the Bretton Woods collapse. The end of the sample, 2024Q1, corresponds to the 
last publicly availabe data point on the 23rd of July when we downloaded the data from the FRED 
website. 

Following the advice of Bohn (2005) [40], we measure public indebtedness as % of GDP, since 
unscaled time series for the federal U.S. public debt exhibits non-stationary variance. In addition, we 
opt for the par, instead of market, value of the federal U.S. public debt, since Jiang et al. (2022) [41] 
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report that market value and par value of the outstanding U.S. federal debt move closely for the 
period under scrutiny. 

As Figure 1 shows, the dynamics of the U.S. public debt/GDP ratio is highly persisitent with the 
first lag autocorrelation coefficient of 0.98. The realized value of the Elliott-Rothenberg-Stock (ERS) 
point optimal unit root test statistics from Elliott et al. (1996) [34] equals 28.59, and it is statistically 
significant at 1% significance level. On the other hand, the realized value of the DF GLS unit root test 
statistics from Elliott et al. (1996) [34] is only -1.11, so we cannot reject the unit root null at any 
meaningful level of significance. Finally, when we appply a KPSS statioanarity test with quadratic 
spectral kernel and Andrews’s bandwidth, we obtain the realized value of the KPSS test statistics of 
0.18, which is consistent with the non-rejection of the null hypothesis of stationarity at the 1% 
significance level. In sum, the results, available from the authors upon request, support the notion of 
stationary public debt/GDP ratio in the case of the U.S. between 1974Q1 and 202Q1. In all tests, we 
use both an intercept and a linear time trend as deterministic components, and choose the number of 
lags in test regressions according to the modified Akaike criterion (MAIC) of Ng and Perron (2001) 
[42], given that we fix the the maximum number of lags to four due to quarterly business cycle data 
frequency. 

Apart from depicting a highly persistent dynamics of the U.S. public debt/GDP ratio, Figure 1 
also documents that the U.S. public debt/GDP ratio exhibits a non-linear behaviour with several 
potential thresholds situated around the mid-1990s, around 2008, most probably due to the GFC, and 
around the end of 2014 when the FED stopped with its quantitative easing program. We resort to 
estimating potential thresholds from Figure 1 in the subsection that follows. 

3.2. Econometric Estimates 

Table 1 presents the conditional LS estimates of equation (3) for the 𝑝 = 𝑑 = 1  case. The 
estimated value of the threshold for the one quarter lagged U.S. public debt/GDP ratio is 65% of GDP 
and corresponds to the second quarter of 1995, 1995Q2. All estimated coefficients, except the intercept 
term in the lower regime (𝐵௧ିଵ ≤ 65.31%), are statistically significant at the 1% significance level. We 
do not use the heteroscedasticity consistent standard errors since White’s heteroscedasticity test does 
not detect the presence of heteroscedasticity in the residual values of the U.S. public debt/GDP ratio 
from the estimated AR(1) linear autoregression. In terms of the statistical significance of the estimated 
coefficient values, the results do not change, however, even if use heteroscedasticity corrected 
standard errors. The residuals from the estimated two-regime SETAR model are not normally 
distributed due to a single 25 percentage points COVID-19 outlier in the second quarter of 2020, 
2020Q2. In spite of the detected COVID-19 outlier, the coefficient stability tests based on recursive 
residuals report that the estimated coefficients are stable. 

Table 1. Two-regime SETAR model for the U.S. public debt/GDP ratio, 1974Q1-2024Q1. 

𝑹𝒆𝒈𝒓𝒆𝒔𝒔𝒐𝒓𝒔 𝑪𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕𝒔 𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝒆𝒓𝒓𝒐𝒓𝒔 𝟗𝟓% 𝒊𝒏𝒕𝒆𝒓𝒗𝒂𝒍 

𝑩𝒕ି𝟏 ≤ 𝟔𝟓. 𝟑𝟏% 

𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 0.37       0.74 [−1.10, 1.82] 
𝑩𝒕ି𝟏 0.99*** 0.01  [0.97, 1.03] 

𝟔𝟓. 𝟑𝟏% < 𝑩𝒕ି𝟏 

𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 9.47***       2.10 [1.30, 16.59] 
𝑩𝒕ି𝟏 0.92*** 0.02 [0.85, 0.99] 

Notes: *** 1% significance level, ** 5% significance level, * 10% significance level. Bt: dependent variable (public 
debt/GDP ratio). Bt-1: threshold variable (15% trimming percentage for threshold search with ordinary standard 
errors and 1000 bootstrap repetitions). 
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Note that both AR(1) slope coefficients are highly persistent: the AR(1) slope coefficient in the 
lower regime (𝐵௧ିଵ ≤ 65.31%) equals 0.99 with the 95% confidence interval of [𝟎. 𝟗𝟕, 𝟏. 𝟎𝟑], while the 
AR(1) slope coefficient in the upper regime (𝐵௧ିଵ > 65.31%) equals 0.92 with the 95% confidence 
interval of [𝟎. 𝟖𝟓, 𝟎. 𝟗𝟗] . Although both AR(1) slope coefficients are highly persistent, the Wald 
coefficient restriction test rejects the null hypothesis of their equality-the realized value of the chi-
squared test statistics with one degree of freedom, 𝜒ଶ(1), equals 6.29 with an associated p-value of 
0.01. In other words, the AR(1) slope coefficient in the lower regime is not statistically different from 
one, according to the results of the Wald coefficient restriction test (𝜒ଶ(1) = 0.13, 𝑝 = 0.71), while the 
AR(1) coefficient in the upper regime is statistically different from one, according to the results of the 
Wald coefficient restriction test (𝜒ଶ(1) = 6.84, 𝑝 = 0.01). Even though the lower regime AR(1) slope 
coefficient exhibits potential partial unit root behaviour, note that the use of the LS estimator is 
justifiable, i.e., the LS estimates are consistent and asymptotically normal, as shown in González and 
Gonzalo (1997) [7]. 

The 95% confidence interval for the estimated threshold break is [65.04, 67.29]. Note that the 
upper value of the threshold of 67.29% in the case of the 95% confidence interval corresponds to the 
third quarter of 2008, 2008Q3, when the macro and fiscal effects of the GFC in the United States started 
to unravel. Figure 1 shows the estimated threshold break with an associated 95% critical value and 
the 95% confidence interval for the threshold break. 

 

Figure 2. Source: Authors’ calculations. 

Since Figure 2 also depicts a potential second threhold break at 100.5% public debt/GDP ratio, 
we also estimate a three-regime SETAR model using the sequential LS estimator of Gonzalo and 
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Pitarakis (2002) [8]. We present the estimates of a three-regime SETAR model in Table 2. All estimated 
coefficients, except the intercept term in the lower (𝐵௧ିଵ ≤ 65.31%) regime, are statistically significant 
at 1% significance level. Note, however, that there is little difference between the estimated coefficient 
values in the middle (65.31 < 𝐵௧ିଵ ≤ 100.5%) and the upper (100.5% < 𝐵௧ିଵ) regime implying that 
the two-regime SETAR model from Table 1 is probably a better characterization of non-linearities 
and asymmetries in the dynamics of the U.S. public debt/GDP ratio between 1974Q1 and 2024Q1. In 
the discussion section below, we, hence, put greater emphasis in discussing the results from the two-
regime SETAR model presented in Table 1. 

Table 2. Three-regime SETAR model for the U.S. public debt/GDP ratio, 1974Q1-2024Q1. 

𝑹𝒆𝒈𝒓𝒆𝒔𝒔𝒐𝒓𝒔 𝑪𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕𝒔 𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝒆𝒓𝒓𝒐𝒓𝒔 𝟗𝟓% 𝒊𝒏𝒕𝒆𝒓𝒗𝒂𝒍 

𝑩𝒕ି𝟏 ≤ 𝟔𝟓. 𝟑𝟏% 

𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 0.37 0.74 [−1.07, 1.82] 
𝑩𝒕ି𝟏 0.99*** 0.01 [0.97, 1.03] 

𝟔𝟓. 𝟑𝟏 < 𝑩𝒕ି𝟏 ≤ 𝟏𝟎𝟎. 𝟓% 

𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 12.69***       4.25 [4.38, 21.02] 
𝑩𝒕ି𝟏 0.88*** 0.05  [0.79, 0.97] 

𝟏𝟎𝟎. 𝟓% < 𝑩𝒕ି𝟏 

𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 11.64***       4.11 [3.58, 19.70] 
𝑩𝒕ି𝟏 0.90*** 0.04 [0.83, 0.97] 

Notes: *** 1% significance level, ** 5% significance level, * 10% significance level. Bt: dependent variable (public 
debt/GDP ratio). Bt-1: threshold variable (15% trimming percentage for threshold search with ordinary standard 
errors and 1000 bootstrap replications). 

4. Discussion 

As shown in previous section, the AR(1) slope coefficient for one quarter lagged public 
debt/GDP ratio, 𝐵௧ିଵ, in the lower regime (B୲ିଵ ≤ 65.31%), equals 0.99, i.e., it exhibits a (near) unit 
root behaviour. This finding is in line with the seminal tax smoothing model of Barro (1979) [2] briefly 
reviewed in the introduction of the paper. In other words, it could be the case that the dynamics of 
U.S. public debt/GDP ratio below 65.31% threshold behaves randomly due to unanticipated shocks 
in output gap and transitory government spending. In addition, Aiyagari et al. (2020) [43] further 
argue that the high persistence of public debt is due to market incompleteness which implies that the 
government cannot issue state-contingent debt, i.e., it can only issue risk-free debt. In a more general 
model of incomplete markets than the one presented in Aiyagari et al. (2020) [43], Bhandari et al. 
(2017) [44] reaffirm the findings of Aiyagari et al. (2020) [43] regarding the behaviour of the U.S. 
public debt/GDP ratio. In particular, Bhandari et al. (2017) [44] show that the public debt/GDP ratio 
has an invariant stationary probability distribution, but with a very slow mean-reversion (a half-life 
of almost 250 years). 

The AR(1) slope coefficient for one quarter lagged public debt/GDP ratio in the upper regime 
(B୲ିଵ > 65.31%) equals 0.92., i.e., it exhibits highly persistent, but not unit root, behaviour. If one 
closely inspects the data for the U.S. public debt/GDP ratio, it becomes evident that public debt/GDP 
ratio in the case of the United States trends above the 65.31% threshold after 2008Q3. In fact, if one 
disregards the 2008Q3-2024Q1 subsample, the only quarter when the public debt/GDP ratio is higher 
or equal than the 65.31% endogenous threshold is 1995Q2. This finding, hence, confirms that our 
endogenously estimated threshold corresponds to an exogenously imposed 2007 structural break in 
Jiang et al. (2024) [44]. In other words, our result show that Jiang et al. (2024) [44] were correct to place 
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the structural break in the U.S. public debt dynamics in 2007. In addition, this finding is also 
consistent with the FRF estimates of D’Erasmo et al. (2015) [25] who quantify the absence of mean 
reversion in the U.S. public debt/GDP ratio since the GFC due to a structural shift in the primary 
balance FRF coefficient. 

More importantly, the estimated persistent AR(1) slope coefficient for the upper regime of 0.92 
is also in line with several theoretical conjectures and predictions from Jiang et al. (2024) [44–47]. In 
particular, Jiang et al. (2024) [44–47] argue that persistent behaviour of the U.S. public debt/GDP after 
the GFC is due to: i) biased subjective expectations and beliefs on the part of bond investors; ii) FED’s 
inelastic demand for the U.S. Treasurys after 2008 through its quantitative easing programs; and iii) 
the perception of foreign investors that the U.S. Treasurys represent a risk-free asset, i.e., that the U.S. 
government is a supplier of safe assets; iv) strucutural break in the U.S. fiscal policy. 

As already noted, D’Erasmo et al. (2015) [25] were among the first to document a structural break 
in the U.S. fiscal policy after the GFC. Jiang et al. (2024) [45] further support the findings of D’Erasmo 
et al. (2015) [25] by estimating a time-varying FRF which exhibits decreasing, and even negative, 
response of the primary fiscal balance to debt build-up after 2008. The unresponsiveness of the U.S. 
primary fiscal balance to debt accumulation essentially implies the absence of mean-reversion in the 
dynamics of the U.S. public debt/GDP ratio. In other words, the behaviour of fiscal policy in the U.S. 
after the GFC is characterized by the characteristics of fiscal fatigue, as Ghosh et al. (2013) [25] predict. 

Jiang et al. (2024) [46] further argue that there is a perception in international investment 
community that the U.S. government is a supplier of risk-free government bonds. This exorbitant 
privilege enables the U.S. government to counter-cyclically issue a risk-free debt at low interest rates 
further exacerbating the persistency in the autocorrelation profile of the U.S. public debt/GDP ratio. 
In other words, the inelastic foreign demand for the U.S. Treasurys implies that, contrary to other 
economies around the world, the U.S. government can issue new debt even in “bad” times, and hence 
“insure” the U.S. taxpayers in short-to-medium run by not raising taxes or cutting spending to cover 
the pro-cyclical increase in fiscal deficit due to an aggregate recession shock. 

The foreign investment community is not the only inelastic buyer of the U.S. Treasurys. The 
FED, through its quantitative easing programs, managed to acquire large shares of the U.S. 
government debt. In fact, from 2008Q3 to 2024Q1, the amount of the U.S. federal debt held by the 
FED as % of GDP increased by approximately 14 percentage points, from 3.2 % of GDP in 2008Q3 to 
17.6% of GDP in 2024Q1, as readers can see by themselves from the chart under the ticket code 
HBFRGDQ188S at the official website of the Federal Reserve Bank of St. Louis. Note that the 14 
percentage points increase in the FED’s holdings of the U.S. public debt/GDP ratio since 2008Q3 is 
remarkably close to the intercept level shift between the two regimes of our preffered SETAR model 
from Table 1. In particular, while in the lower (𝐵௧ିଵ ≤ 65.31%) regime the intercept is not statisitcally 
significant, the 95% confidence interval for the intercept in the upper (𝐵௧ିଵ > 65.31%) regime is 
[1.30, 16.59], capturing potentially the level-shift in FED’s asset purchases. 

The likelihood that the FED would prevent a default of the U.S. government might also influence 
the subjective beliefs of bond investors. In other words, the investors in U.S. Treasurys might continue 
to buy the U.S. federal debt, if they have optimistic expectations about the future fiscal outlook in the 
United States. These overly optimistic expectations, supported by the FED’s actions, can induce 
highly persistent shocks in the U.S. public debt/GDP ratio after the GFC. 

Finally, our three regime SETAR model from Table 2 is to, a certain extent, consistent with 
theoretical model of Elenev et al. (2024) [48]. Elenev et al. (2024) [48] construct a dynamic stochastic 
general equilibrium model (DSGE) for the U.S. economy with a novel feature that fiscal policy in the 
United States does not respond continuously, but discretely to the movements in the public debt/GDP 
ratio. Furthermore, Elenev et al. (2024) [48] calibrate that in “normal times”, when only productivity 
shocks govern the economic dynamics and monetary policy is “conventional”, the upper austerity 
threshold for the U.S. public debt/GDP ratio equals 115%, while the lower profligacy threshold equals 
47.5%. Elenev et al. (2024) [48] determine the austerity and profligacy thresholds endogenously to 
keep the public debt/GDP ratio risk-free and stationary. Our respective endogenously estimated 
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thresholds of 65.31% and 100.5% could potentially correspond to calibrated threshold values of 
Elenev et al. (2024) [48]. 

5. Conclusions 

This paper presented estimates from a two-regime and three-regime SETAR specifications to 
model the non-linear quarterly dynamics of the U.S. public debt/GDP ratio between 1974 and 2024. 
It would be interesting to supplement the results of this paper with the estimates of Markov-
switching models such as those estimated by Davig (2005) [49]. Davig (2005) [49], building on the 
work of Wilcox (1989) [13], estimates a Markov-switching model for the real discounted U.S. public 
debt in which the real stochastic risk-free rate serves as a discount factor. The Markov-switching 
framework of Davig (2005) [49] for the real discounted public debt allows for the tests of both global 
and local fiscal sustainability. Two extensions of the work by Davig (2005) [49] are possible. First, one 
can use the average real interest rate adjusted for the risk premium for determining the real 
discounted value of the U.S. public debt, as Jiang et al. (2024a) [50] do in calculating the discounted 
value of future primary surpluses. Second, because the average risk-adjusted discount rate on 
government debt is higher than the growth rate of the U.S. economy, as Jiang et al. (2024a) [50] 
document, the transversality condition (TVC) is unlikely to be violated in the case of the United 
States. In other words, since the TVC implies that for the sufficiently long forecast horizon, the 
discounted value of the U.S. public debt converges to zero, it would be of interest to redefine the 
global fiscal sustainability conditions of Wilcox (1989) [13] and Davig (2005) [49]. 
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