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Abstract: In 2021, Japan’s medical expenses will exceed 45 trillion yen, and the shortage of doctors, 

especially in remote and mountainous areas, is becoming serious, making it difficult to maintain the 

medical system. We have conducted a study of 800 health consultation text data. We developed an 

on‐premise health counseling LLM system by constructing a dialogue  flow based on 800 health 

counseling text data. We conducted a Turing test of this system using 200 test data and verified its 

effectiveness with  three medical  professionals.  The  Turing  test was  a  comparison  experiment 

between  this system and a conventional LLM system. The health counseling LLM  infrastructure 

focuses on exercise guidance and analyzes gender, height, weight, body fat percentage, and muscle 

mass. While the accuracy of the conventional LLM system was 87.5%, this system showed a higher 

accuracy of 93.1%. Although telemedicine has been slow to spread in Japan, the introduction of a 

health  consultation  system using Personal Health Record  and Large Language Models  has  the 

potential to reduce the burden on physicians. In the future, we aim to improve the accuracy of the 

system by using Japanese language and medical‐specific evaluation scales. 

Keywords:  telemedicine;  health  counseling;  Large  Language Models  (LLM);  turing  test;  health 

counseling; artificial intelligence in healthcare; remote health monitoring; Personal Health Record 

(PHR) 

 

1. Introduction 

Japan’s medical expenses are increasing every year and will exceed 45 trillion yen in 2021. In 

contrast, there is a serious shortage of physicians in Japan, and an increasing number of depopulated 

and  mountainous  regions  are  unable  to  maintain  their  medical  systems  [1].  In  this  context, 

telemedicine and health management systems are attracting attention. Although face‐to‐face medical 

treatment  is  the  basic  medical  practice,  it  has  been  temporarily  relaxed  due  to  Covid19  and 

transitional care, that is beginning to spread. In many foreign countries, health counseling Chatbot 

and appointment systems have been deployed before  leading  to face‐to‐face medical care [2,3]. In 

Japan,  however,  the  penetration  of  such  tools  and  culture  has  been  slow,  and  their diffusion  is 

expected along with the understanding of telemedicine among the public. 

In this context, the development of Large Language Models (LLM) has been remarkable. LLM 

are a mechanism that can provide a wide range of knowledge with high intelligence by using large 

amounts  of  training  data  [4,5].  As  a  result,  they  have  become  a  useful  service  in  society  by 
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incorporating  them  into  interactive  systems. However,  it  is  difficult  to  use  cloud  systems  over 

external networks in the medical field because they handle sensitive patient information. Therefore, 

Gunma University Hospital and Center for Advanced Medical Development has developed an on‐

premise LLM system to promote the use of LLM, and is currently studying the possibility of using it 

[6]. 

Health consultations are used to help patients decide whether or not to visit a hospital and to 

assess  their own health status before and after  face‐to‐face consultations. Currently,  the company 

aims to collect health consultation data in cooperation with health consultations conducted by local 

governments. Figure 1 shows a picture of the health consultation we are collaborating with. 

 

Figure 1. A scene from a health consultation. 

If  this  health  consultation  can  be  automated  by  a  system  or made  into  an  online  service, 

telemedicine Chatbots  like  those  in other countries may become widespread. In particular, health 

consultation is highly effective when the patient trusts the other party and speaks interactively, which 

is highly compatible with technologies that mimic high intelligence, such as LLM. We evaluated the 

performance of health consultation systems with the Turing test and investigated technologies for 

health consultation and telemedicine. 

2. Related Work 

There is a worldwide trend toward applying digital technology to the medical field, and Taiwan 

has been introducing telemedicine since around 2000 [7]. According to this report, in areas with few 

hospitals such as past regions and remote islands, not all medical procedures are performed in person, 

but only some medical procedures such as follow‐up are used [8]. 

While all countries emphasize face‐to‐face medical care, the penetration of telemedicine varies 

depending on legal and cultural differences [9,10]. In particular, electronic medical records, which 

are medical records, are difficult to share across hospitals, hindering the spread of digital technology 

in the medical field. 

Initiatives  to  share  health  information  using  blockchain  and  digital  technologies  have  been 

reported, and although Covid19 has led to the spread of digital technologies in the medical field, the 

spread of these technologies has been very slow in Japan. There is a personal health record system 

that manages patients’ health information, and there is also a system that allows patients to manage 

their  own  illness  and  health  information  by  linking  with  electronic medical  records  and  local 
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government systems [11]. However, the system is not covered by insurance and has not been widely 

used in Japan. In Germany, there are reports of PHRs being introduced for cancer patients, but the 

number of subjects is small 31 [12]. This is due to challenges in understanding and explaining the 

benefits to family members. 

As  digital  technology  permeates  the medical  field,  there  is  LLM,  which  stands  for  Large 

Language Models, a system that enables high intelligence and a variety of written expressions, and 

is rapidly becoming popular in society [13]. Amin reports that ChatGPT, a representative service of 

Large Language Models, presents high performance not only in healthcare but also in education and 

a variety of other services [14]. Papastratis reported that ChatGPT performed well in providing meal 

menus  and  dietary  advice  to  diabetic  patients  [15].  Sugiyama  uses  Large  Language Models  for 

interactive robots to establish dialogues with elderly people, and the fact that Large Language Models 

respond as if they were humans makes it possible to automate the system and improve interactivity 

[16]. Large Language Models respond as if they were humans, making it possible to automate the 

system and improve interactivity. 

After surveying medical students using an AI‐assisted diagnostic tool called Glass AI, 96% of 

participants said Glass AI has increased the reliability of their diagnoses, 43% thought Glass AI lacked 

adequate  explanations,  and  68%  expressed  concern  about  risks  to  the  physician workforce  [17]. 

Although there are still many challenges, the  increasing willingness of patients to search for  their 

symptoms with Large Language Models suggests that it will become more popular and active in the 

future. These studies and recent services lead us to believe that Large Language Models can be used 

to provide high‐value healthcare online. Of course, there are many concerns about the introduction 

of Large Language Models into the healthcare system. There have been reports of the use of Large 

Language Models in medical education, but not in medical practice [18]. In all reports, it is important 

to have a system in which a human being monitors the Large Language Models, rather than the Large 

Language Models themselves making decisions. This is because Large Language Models can make 

errors  in  the word “hallucination,” and errors  in medical practice are  related  to  the  treatment of 

patients and must be verified by medical professionals. Based on this background, we expect that the 

relationship between medical professionals and systems in conventional diagnostic imaging will not 

change [18,19]. AI and systems will not take the place of humans in medical practice, but will create 

a relationship in which AI and systems will support human medical practice, and Large Language 

Models will play an active role in this relationship. 

Against  this background, health counseling LLM  is highly  important as a system  to support 

healthcare professionals, and improving this performance will help reduce the burden on the medical 

field. However, there is no fixed diagnostic flow for face‐to‐face diagnosis and health counseling, and 

in  the case of health counseling, counseling  is mainly provided or not covered by  insurance  [20]. 

Therefore, the purpose of this study is to propose and evaluate a flow based on past reports. 

3. Method 

Develop LLM  infrastructure  for health  counseling and  conduct Turing  tests with  interactive 

avatars. The Turing  test  is a  test  to determine whether an AI  can  speak  like a human by hiding 

whether the interactive partner is human or AI. A comparative study will be conducted between the 

developed  health  counseling  LLM  infrastructure  and  general  LLM.  In  the  Turing  test,  three 

volunteers provided three minutes of health counseling and a nurse tested the system’s conversation. 

3.1. Health Consultation LLM Basis System 

Health counseling mainly consists of exercise and nutritional guidance. In this study, we focused 

on exercise guidance, and the LLM analysis items were [gender, height, weight, body fat percentage, 

and muscle mass]. Since it would be costly to create all LLM data, we proceeded with development 

based on  learned model. For  the dialogue  system, a VRAM‐based dialogue  console was built  to 

generate an infinite number of facial expressions in response to replies [22]. Figure 2 shows the system 

flow of the health counseling LLM  infrastructure, and Figure 3 shows the health counseling LLM 

screen. 
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Figure 2. Flow of Health Consultation LLM Infrastructure. 

 

Figure 3. System Screens. 

The LLM infrastructure we have developed this time uses an LLM model that is additionally 

trained to Llama3 [23]. One of the features of this system is that the conversational data of the health 

consultation conducted so far is converted to text and additional learning is performed. The health 

consultations are systematized in the following order, (1) patient hearing, (2) dietary guidance, and 

(3)  nutritional  guidance.  By  conducting  this  additional  learning,  regularity was  observed  in  the 

replies of the LLM base, and it became possible to make more regular replies than in the previous 

LLM base. We implemented this system on a 13‐inch laptop computer and installed it in a 3 m square 

quiet room. 

3.2. Turing Test 

A Turing test is a test of system evaluation and is conducted with the opponent concealed as 

either a human or an AI (system). The results are used to evaluate whether the AI maintains a certain 

level of performance [24]. 

A  Turing  test  was  conducted  using  health  information  [gender,  height,  weight,  body  fat 

percentage, and muscle mass] of 200 people collected in collaboration with local authorities. Three 

volunteer health professionals were asked to give health advice to two LLM infrastructures using the 

health information of 200 people, and were asked to speak and respond as if they were human beings, 

and the results were evaluated. We also tested whether there was a breakdown in conversation for 

the  two LLM  infrastructures’  replies using a public health nurse who has been providing health 
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advice for more than 3 years. The input items were [gender, height, weight, body fat percentage, and 

muscle mass], and the data was entered in a chat format using a keyboard. Comparative experiments 

were conducted using the LLM platform developed in this study and lla‐ma3. 

4. Result 

200 health  information  [gender, height, weight, body  fat percentage, and muscle mass] were 

prepared,  and  three  volunteers  (users)  conducted  a  health  consultation  via  text  chat with  their 

respective  health  information.  The  health  counseling  text  chat  was  conducted  using  our  LLM 

platform and a conventional LLM platform, but the three volunteers (users) were asked to conceal 

whether the other party was an AI or a human in a Turing test. If they were AI or if the conversation 

broke down, the health counseling session was interrupted. The text of the LLM infrastructure was 

always checked by a health professional familiar with health counseling and interrupted for the same 

reason as above. 

The result of the health worker’s confirmation test was 97.0% in our system, compared to 90.0% 

in the conventional system. Three volunteers (users) averaged 87.5% in the conventional system, but 

93.1% in our system. Figure 4 and Table 1 show the results, respectively. 

 

Figure 4. The health worker’s confirmation test. 

Table 1. Turing Test Results. 

Result  Volunteer 1  Volunteer 2  Volunteer 3  Average 

Our system  93.5%  96.0%  90.0%  93.1% 

Comparison system  85.0%  90.0%  87.5%  87.5% 

5. Discussion 

Looking at the cases where the Turing test failed, the two systems had something in common. 

When a human (volunteer) asked or returned the same question, the LLM infrastructure tended to 

change  its  opinion.  For  example, when  asked  the question,  “Do  you gain weight  from drinking 

alcohol or smoking cigarettes?” at first they would answer that they gain weight or that it is harmful 

to their health, but when asked the opposite question, in some cases they reversed their opinion and 

answered that it  is good for their health if the right amount is observed. This may be because the 

culture in Japan is such that the opinion of the medical professional is absolute, and people tend to 

be skeptical when there are two points of attitude of the medical professional. We also interviewed 

the subjects (volunteers) and found that most of the cases that failed the Turing Test followed this 

pattern. When  the LLM base was asked about  the amount of exercise  they were getting, albeit  in 

solitude,  for  their  age, most of  them often  answered  “more  than  6,000  steps per day”. This was 

attributed to municipal and government guidelines for exercise instruction, but the Turing test was 

failed because of the weak age‐specific responses. Looking at the conventional system alone, there 

were many cases where the Turing test failed due to overlapping themes and consultation topics. In 
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this respect, the system we developed this time had fewer such failures because the flow of dialogue 

was established. 

6. Conclusions 

In this study, we structured the dialogue flow and data by performing additional learning on 

the LLM infrastructure and obtained high accuracy in the health counseling LLM infrastructure. In 

health counseling,  the dialogue  is based on multiple  items, each  item has a priority, and complex 

conditional branching exists. In addition, because it is a free dialogue, it is difficult to envision the 

future of  the conversation.  In this context,  the additional  learning with  the use of teacher data,  in 

which the flow of the dialogue is organized, triggered high accuracy. We believe that by extracting 

the items in advance, we were able to clarify the perspective of the health consultation. 

Telemedicine and health consultation systems using chatbots are not widespread in Japan, but 

services such as those using LLM have become popular overseas [25]. In Japan, health consultation 

and medical treatment are separated from each other, making it difficult for such services to spread, 

but we believe that if telemedicine, PHR, and health consultation services spread, they could support 

physicians  before  and  after  face‐to‐face medical  treatment.  From  this  perspective,  our  study  is 

significant  in  two ways. First,  the development cost  is  low. LLMs  require significant power  from 

development to operation [26], and a single LLM infrastructure can cost several thousand dollars, 

but we have succeeded in significantly lowering that cost by adding additional learning to existing 

models. We  have  successfully  lowered  that  cost  significantly  by  adding  additional  learning  to 

existing models. For  this additional  learning and operation, we used  the expensive but generally 

available GeForce RTX 4080 SUPER. Second, the data used in the development was structured. the 

LLM infrastructure is based on the ability to interactively regenerate sentences, but there are many 

situations in medicine where the accuracy and reproducibility of the generated sentences is required. 

It  should be noted  that by  clarifying  the  flow of  the  system, we were able  to prevent  loops and 

breakdowns  in the dialogue. The above two points can be used for applications other than health 

counseling. For example, if additional learning data can be added and data can be structured, the 

system can be used for nutritional guidance and education. Therefore, this study has high potential 

for  use  in  fields  other  than  health  counseling.  In  the  future,  Llama3 will  be  used  as  the  LLM 

foundation, but LLM models will continue to be developed and released around the world. In the 

meantime, changing to a model other than Llama3 can improve accuracy and conform to AI research 

around the world. 

In this study, we used the Turing test to evaluate our dialogue system. However, although LLM 

evaluation  packages  have  been developed,  various  Japanese  and medical‐specific models  are  in 

widespread use. In Japan, evaluation scales for medical LLM have also been published, but have only 

just begun to spread [27,28]. Although we did not test using these evaluation models in this study, 

we would like to use them in the future for quantitative evaluation and approaches. 
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