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Abstract: The objective of person re-identification (RelD) tasks is to match a specific individual
across different times, locations, or camera viewpoints. The prevalent issue of occlusion in real-
world scenarios affects image information, rendering the affected features unreliable. The difficulty
and core challenge lie in how to effectively discern and extract visual features from human images
under various complex conditions, including cluttered backgrounds, diverse postures, and the
presence of occlusions. Some works have employed pose estimation or human keypoint detection
to construct graph-structured information to counteract the effects of occlusions. However, this
approach introduces new noise due to issues such as the invisibility of keypoints. Our proposed
module, in contrast, does not require the use of additional feature extractors. Our module employs
multi-scale graph attention for the reweighting of feature importance. This allows features to
concentrate on areas genuinely pertinent to the re-identification task, thereby enhancing the model's
robustness against occlusions. To address these problems, a model that employs multi-scale graph
attention to re-weight the importance of features is proposed in this study, significantly enhancing
the model’s robustness against occlusions. Our experimental results demonstrate that, compared to
baseline models, the method proposed herein achieves a notable improvement in mAP on occluded
data sets, with increases of 0.5%, 31.5%, and 12.3% in mAP scores.

Keywords: person re-identification; graph attention; occluded; GCN

1. Introduction

The primary goal of person re-identification (RelD) tasks is to identify and match the same
individual across different camera viewpoints [1,2]. Consequently, achieving efficient and precise
person re-identification (RelD), which entails identifying and associating the same individual across
distinct camera viewpoints, has emerged as a paramount challenge that urgently needs to be
addressed [3,4]. The task of occluded RelD is even more challenging than traditional RelD, due to
two primary factors: occlusions not only lead to the loss of pedestrian information but also introduce
irrelevant features, which are inadvertently captured as noise during feature extraction by standard
neural networks. This process results in ReIlD methods learning fewer discriminative features from
pedestrian images, leading to incorrect retrievals. Of late, partial RelD approaches have been
proposed to tackle such complexities. However, the process of RelD still encounters a multitude of
challenges, including pose variations, viewpoint changes, occlusion noise, and missing information,
further magnifying its complexity.

Recently, a series of models [5-10] have emerged that apply the transformer architecture to the
domain of person re-identification. Under occlusion scenarios, pertinent human features can be
partially obscured by obtrusive objects. The introduction of occlusion noise compromises the efficacy
of global attention, as our analysis suggests that the self-attention mechanism of ViT may be
influenced by occluding objects. This results in attention being misdirected towards irrelevant areas.

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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Most graph-based works [11-19] have used human key points as graph nodes to integrate key point

information. Therefore, corresponding modules must be used to extract human body node

information or perform pose estimation. However, the proportion of human content in features is
unpredictable. In the case of occluded data sets in particular, considering the influence of occluded
objects on human features, missing key point information may weaken the robustness of the model.

To address the above limitation, we introduce a novel module that employs multi-scale graph
attention for feature weight re-distribution. Our module does not need to extract human body node
information, automatically encodes the basic features extracted with Vision Transformer(ViT) into
the graph structure, and carries out multi-scale graph attention [21,22] aggregation to solve the
problem of the imbalance of the human body image in the occlusion scene. The results of
visualization experiments show that our module can re-focus the ViT-extracted features on more
important parts. Building upon this innovation, we propose a person re-identification model
specifically designed to excel in occlusion scenarios, aiming to achieve enhanced robustness and
accuracy under challenging conditions where occlusions are prevalent.

In this study, a feature extraction network is introduced that combines transformers and multi-
scale graph convolutional feature fusion, specifically designed for occluded person re-identification
(RelD) data sets. Our model employs Vision Transformer [23] as the backbone for image feature
extraction, where images are divided into multiple patches and input into ViT. The final layer’s
Transformer outputs are treated as nodes [5,24], with the class token serving as the central node.
Given that the class token aggregates information from all tokens, edges are established between the
class token and other nodes; in comparison, additional edges are formed between other nodes based
on their feature similarity, creating a graph of nodes. This graph, along with node features, is then
fed into a multi-scale graph attention module, featuring three branches, each utilizing a graph
attention network of a different scale. Moreover, we use fully connected layers to map the features to
a common dimension before concatenation. Within our model, this module is stacked multiple times,
allowing the ViT-extracted features to incorporate inter-node relationships after passing through.
Additionally, the class token from ViT is processed through a network, such as SENet [25], to derive
a channel attention weight. Ultimately, the class token, after graph convolution computations, is
combined with the channel weight through a weighted operation, and the resultant feature is fed into
a RelD classification head.

The main contributions of our study can be summarized as follows:

1. A method is proposed to construct graphical data centered around the Transformer’s class
token, where each output token from the Transformer is treated as a node, with the class token
serving as the core. This approach offers good versatility and can be flexibly integrated into other
Transformer-based models.

2. A multi-scale graph attention-based person re-identification model is proposed, which greatly
improves the recognition accuracy through integrating features from different image patches
using a multi-scale graph attention module.

3. Extensive experiments conducted on the occluded person RelD databases validate our proposed
method, MSGA-RelD, as being effective in occluded RelD tasks.

The remainder of this paper is organized as follows. Section 2 provides a brief overview of
related work on person re-identification under the perspective of occlusion. Section 3 presents the
proposed method in detail, including the overall architecture, construction of graph structural
information, the MSGA(Multi-Scale Graph Attention) module and the Global Channel Attention.
Section 4 reports the experimental results on partial and occluded Re-ID datasets, along with
comparisons to other methods. Finally, Section 5 discusses the experimental result and future work.

2. Related Works
2.1. Occluded Person Re-ldentification

In the context of RelD, feature extraction is crucial for accurate pedestrian identification, with
early models employing Convolutional Neural Network (CNN)-based feature extraction modules.
However, CNN-based feature extraction predominantly focuses on local regions [20], overlooking
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the significance of distant information. A series of models have recently emerged that apply the
Transformer architecture to the domain of person re-identification. Transformer-based visual models,
endowed with self-attention mechanisms, excel at capturing the global context from input images,
facilitating comprehensive understanding of the overall appearance features. This capability has led
to significant advancement of CNN-based models in recent years.

However, under occlusion scenarios, pertinent human features can be partially obscured by
obtrusive objects. The introduction of occlusion noise compromises the efficacy of global attention,
as analysis results suggest that the self-attention mechanism of ViT ay be influenced by occluding
objects. This process results in attention being misdirected toward irrelevant areas, consequently
undermining the performance of ViT models in occluded settings.

The objective of occluded person re-identification is to locate a person (or persons) with the same
characteristics as in an occluded image across different camera angles. However, this task becomes
notably more challenging in the presence of incomplete information about the people in occluded
images and spatial misalignment due to varying viewpoints. Specifically, there are two main
influences of occlusion on person RelD: occlusion noise and image scale change caused by occlusion.

2.2. Transformer-Based RelD

Researchers [5-10] have recently employed Transformer-based models for feature extraction,
introducing multi-head attention modules which make Transformer-based models well-suited to
address challenges in this area. Research on Transformer-based RelD has seen substantial progress
in recent years. Compared to Convolutional Neural Networks (CNNs), Vision Transformers exhibit
superior global information processing capabilities. Through leveraging self-attention mechanisms,
ViTs excel at capturing long-range dependencies and global contextual information, thereby enabling
the model to effectively extract inter-regional feature correlations when dealing with variations in
pedestrian poses, occlusions, and images from different viewpoints. TransRelD [6] was the first
model to apply ViT in RelD, in which ViT offers a more flexible feature representation; through
dividing images into multiple patches and directly applying self-attention to these patches, the model
learns features without constraints imposed by local receptive fields, providing a more adaptable
expression for subtle differences in pedestrian identities. DC-Former [5] employs multiple class
tokens to represent diverse embedding spaces. This approach incorporates SDC in the output of the
final Transformer block, thereby encouraging class tokens to be distanced from one another and
embedded into distinct representational spaces. Part-Aware Transformer (PAT) [9] introduces a
mechanism that adaptively identifies and highlights multiple key body parts of persons during the
training process. Furthermore, through incorporating occlusion-aware loss functions and training
strategies, the model is enabled to better comprehend and adapt to the effects of occlusions, thereby
enhancing its robustness in recognizing individuals under such challenging conditions. PVT [10] uses
a pose estimator to detect key points in the human body and uses these points to locate intermediate
features. These intermediate features of key points are input into the pose-based Transformer branch
to learn point-level features.

However, the attention mechanism of ViT may be influenced by occluded objects, resulting in
attention being dispersed to the occluded area. Features of these parts are ineffective for RelD tasks,
leading to a decrease in the performance of ViT-based models when considering occluded scenes.

2.3. Graph-Based RelD

Graph Convolutional Networks (GCNs) [26], with their ability to model abstract node
relationships, have recently been applied in the ReIlD domain to capture temporal and spatial
information in video sequences. In pedestrian images, body parts inherently possess structural
relationships, and GCNs capitalize on this prior knowledge by encoding spatial or semantic
similarities between pedestrian image features through edge weights, fortifying the model’s ability
to learn pedestrian characteristics.

Graph-based person re-identification leverages the highly structured human skeleton to extract
semantic information at the image pose level, thereby suppressing noise interference through guiding
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or fusion mechanisms. PFD [17] divides images into overlapping fixed-size patches, followed by the
employment of a Transformer encoder to capture contextual relationships among these patches.
Subsequently, pose-guided feature aggregation and a feature-matching mechanism are utilized to
emphasize visible body parts explicitly. Finally, pose heatmaps and a decoder are leveraged as keys
and values to enhance the discriminability of individual body parts. HOReID [11] introduces a
learnable relation matrix, treating human key points obtained from pose estimation as nodes in a
graph and, ultimately, forming a topological graph that mitigates noise disturbances. The PMFB [18]
utilizes pose estimation to acquire confidence scores and coordinates of human key points.
Subsequently, thresholds are set to filter out occluded regions and visible parts are employed to
constrain feature responses at the channel level, addressing the challenge of occlusion. PGMANet
[19] employs human heatmaps to generate attention masks, synergistically eliminating noise
interference through both element-wise multiplication with feature maps and guidance from higher-
order relations. EcRelD [12] consists of three modules: a mutual denoising module, an inter-node
aggregation and update module, and a graph matching module. Among them, the graph matching
module uses a graph matching method based on the human body’s topology to obtain a more
accurate calculation of the mask image similarity.

The authors of some studies have partitioned each image’s features horizontally [3], treating
each segment as a node. However, human-related features may constitute a relatively small
proportion of horizontal features in an image, and relying solely on horizontally segmented features
can lead to interference from background characteristics in experimental outcomes. The authors of
other works have integrated key point information, using human key points as graph nodes.
However, he ratio of human content in features is unpredictable; this is particularly true in the case
of occluded datasets, considering the fact that the impact of occluders on human features might result
in missing key point information, undermining the model’s robustness.

3. Methods

To better capture the features of irregularly shaped persons and associate local information with
global information, thus extracting truly effective information, we propose a Multi-Scale Graph
Attention-based Pedestrian Re-identification model, called MSGA-RelD. This approach comprises
five main components: data augmentation, graph construction, feature extraction, multi-scale graph
attention feature aggregation, and global channel attention. The network architecture is depicted in
Figure 1. We employed two data augmentation strategies to fully leverage the information in the
training data set and utilized Vision Transformer for fundamental feature extraction.
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Figure 1. The framework of our MSGA-RelD approach is structured as follows: each token output by
the Transformer is regarded as a node, and a graph structure is established through computing the
similarity between the features of these nodes and linking the central node to all other nodes.
Subsequently, information from all nodes is aggregated into the central node via multiple instances
of our proposed Multi-Scale Graph Attention (MSGA) modules. A global channel-wise attention
mechanism is employed for weight allocation, integrating class label information with the features of
the centralized node to facilitate effective re-identification.
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To enhance the dependency among features, we constructed a graph-structured data set based
on the features extracted by ViT. Features output by the Transformer serve as nodes, with images
synthesized based on feature similarity. The class token, through multi-head attention mechanisms,
engages in information exchange with all image patches, “summarizing” this local information to
form an understanding of the entire image’s content. This process enables the class token to carry
high-level semantic features regarding the image’s overall classification, thereby establishing
connections between the central node and all other nodes. Subsequently, node features together with
graph information are fed into our proposed multi-scale graph attention module for feature
aggregation. At this stage, we posit that our module is capable of performing relationship extraction
among features and re-allocating feature weights, thereby focusing the features on aspects that
genuinely contribute to pedestrian re-identification.

3.2. Feature Extraction

In our model architecture, we opted for the Vision Transformer as the backbone network, which
is tasked with efficiently extracting high-level semantic features from input images. The introduction
of ViT has revolutionized conventional feature extraction methodologies based on Convolutional
Neural Networks (CNNs), with it particularly excelling in handling global information and long-
range dependencies. The images were segmented into uniformly sized patches and, through setting
the stride of the ViT network slightly to less than the patch size, we ensured a degree of overlap
between adjacent patches. This process increases information redundancy, enabling the model to
capture continuity and detail within local regions, to some extent, thereby enhancing its ability to
learn fine-grained features while maintaining sensitivity to spatial structures.

Each patch is regarded as a visual word (visual token). Through linear projection, these patches
are mapped into a fixed-dimensional vector space, ensuring encoding of the image’s local features.
Consequently, each patch is transformed into a D-dimensional vector after projection. A special class
token is prepended to all patch vectors, serving as the sequence’s start and guiding the model to learn
a global feature representation that is conducive to classification. The serialized patch vectors,
together with the class token, are then fed into a multi-layer Transformer encoder. The self-attention
mechanism within the Transformer allows for global information exchange among different patches,
capturing long-range dependencies. The hierarchical structure, in comparison, bolsters feature
expression through deep learning.

The input image x € R ™W-Cis divided into N patches of size (P, P). We configured the ViT model
with a patch size of P and a stride of S; consequently, the number of patches into which an image is
divided is calculated as follows:

N=(H-P)(W —P)/S?, (1)

where (H, W) is the resolution of the input image and C is the number of channels. Subsequently,
trainable linear projections are employed to map these patches onto D-dimensional vectors, with the
resultant output recorded as patch embeddings. An additional learnable embedding is incorporated
into the input sequence of the Transformer, serving as a class token xclass to learn contextual
information from other embeddings. Next, a learnable position embedding is added to the input
sequence, and the sequence is fed into multiple Transformer layers. We express the feature Z = {zciass,
z1, 22, ..., zN} € RN+ (where d is the dimension of each feature vector) output by ViT as follows:

7= ViT(I)'I € [Ioriginal' Ierasingvlcropping ] (2)

3.3. Graph Construction

In our proposed method, we leverage the features output by ViT to construct graph-structured
information, thereby enhancing the model’s comprehension and expression of the pedestrian feature
space. In our overall architecture, features are passed through this module multiple times to enhance
their representations. The expression of the graph-structured information takes the form of
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where F denotes the features of nodes and A is the adjacency matrix. Specifically, we assess the degree
of association between different nodes by computing the cosine similarity between their respective
feature vectors. When the cosine similarity between the features of two nodes surpasses a predefined
threshold, we infer a strong correlation between these nodes in the feature space, prompting us to
establish an edge connection between them. Consequently, the corresponding entries in the
constructed adjacency matrix are assigned a value of 1, visually representing the established
connections between nodes. In alignment with the principles underlying the Transformer
architecture, we posit that the class token’s features encapsulate information regarding global
relationships among relevant features. Consequently, we establish connections between the class
token and all other nodes. Then, all remaining connections are set to 0.

3.4. Multi-Scale Graph Attention Feature Aggregation

After acquiring the graph information, we feed the graph structural details, comprising the
features of nodes and the adjacency matrix, into our proposed Multi-scale Graph Attention Feature
Fusion module. Details of this module’s architecture are depicted in Figure 2. Each branch employs
a dedicated Graph Attention Module to extract features, with each branch configured to operate at a
different feature scale. The feature calculation formula for the MSGA module is as follows:

O _ O
ei,k,s - VVk,s h’i,k,s' (6)
T
al(]l._)k’s = softmax; (LeakyReLU (a,(cl) [ei('Q’s][ei(_st )), (7
£ = MLP| ReLU Z aDeseins | | +hingk=12..K )
Jjen
FUD = FL 4+ FL+FL,. 9)

For each attention head k, the graph attention computation is initiated by applying a weighting
matrix to the feature vectors of each node, effectively transforming them into a new feature space.
We control the scales of features with varying dimensionality by setting the W,SS), where k denotes
the attention head and s is the scale of each branch. Subsequently, attention coefficients are computed
for each pair of nodes within each head, following which the features of neighboring nodes are
aggregated through a weighted sum according to their respective attention coefficients. Then, the
outputs from all heads are concatenated to obtain the feature representation after the nodes have
undergone graph attention extraction. Subsequently, a Multi-layer Perceptron (MLP) layer is
employed to map features from different scales into a common dimensionality. Finally, the features
extracted from the three branches at different scales are aggregated through summation to achieve
feature fusion. To mitigate the potential loss of original feature information in deeper layers, residual
connections are introduced to reinforce the representation of the original features.
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Figure 2. The structure of our proposed Multi-Scale Graph Attention (MSGA) module is as follows:
features at different scales are extracted through three distinct branches. These features are projected
to a common dimension via linear layers and subsequently fused. In our model, features are fed
through the MSGA module multiple times, in order to extract higher-order characteristics of occluded
persons.

3.5. Global Channel Attention

Ultimately, our model employs a channel attention operation on the aggregated features. The
raw class tokens output by the ViT model are passed through an MLP to derive weights for the
channel features, which are then used as channel attention to perform a weighted multiplication with
the features. The above process is illustrated by the following equation:

F = softmax (MLP(ZdaSStoken)) ® F. (10)

Integrating the global perspective of the Transformer architecture with the channel attention
mechanism, the class token—once transformed via the MLP —carries comprehensive information
about the entire image sequence. Utilizing this token to generate channel-level attention weights
ensures that the model not only considers local features, but also leverages the global context
effectively. This methodology enables the model to more accurately discern the correlations and
significance among different feature channels, leading to richer and more discriminative feature
representations.

4. Experiments and Results
4.1. Data Sets

Experiments were conducted across three occlusion scenario data sets, in order to assess the
performance of our proposed methodology. Our primary objective was to address the challenge of
occluded person re-identification; hence, the experiments utilized the Occluded-Duke [27],
OccludedREID [28], and Partial-RelD [29] data sets. The Mean Average Precision (mAP) and Rank-1
accuracy were employed as standard evaluation metrics, consistent with prevailing practices in RelD
research.

The Occluded-Duke data set was constructed based on the original DukeMTMC-relD data set,
yielding Occluded-DukeMTMC, which encompasses 15,618 training images, 17,661 gallery images,
and 2210 occluded query images, making it the largest occluded RelD data set to date. DukeMTMC-
relD serves as a widely adopted benchmark for pedestrian re-identification, featuring a substantial
collection of pedestrian images captured by surveillance cameras, ideal for assessing the performance
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of cross-camera tracking algorithms. The Occluded-Duke data set was meticulously derived from
DukeMTMC-relD by selecting instances with occlusions, aiming to escalate the difficulty of re-
identification tasks, particularly when parts of pedestrians’ bodies are obscured by objects such as
pillars, backpacks, or other pedestrians.

The Occluded-REID data set is specifically designed for occluded person re-identification,
consisting of 2000 images of 200 distinct pedestrians captured by a moving camera. Each identity is
represented by five full-body gallery images and five query images with different viewpoints and
varying degrees of severe occlusion. All images have been uniformly resized to a dimension of 128 x
64, facilitating studies on the impact of occlusion on pedestrian recognition.

The Partial-ReID data set comprises 600 images of 60 pedestrians, with each pedestrian
represented by 5 partial images and 5 full-body images. Using the visible portions, the images are
manually cropped to create new partial images. The images in the data set were collected across a
university campus under various viewpoints, backgrounds, and degrees of occlusion.

4.2. Data Augmentation

Almost all commonly utilized data augmentation methods involve the use of random erasing,
cropping, flipping, filling, and adding noise operations to the training data set during the data pre-
processing stage. However, the random enhancement operation cannot be reproduced; that is, the
method of each enhancement is not the same. In order to mitigate the above problems, we adopted a
fixed enhancement method to make full use of the training data and strengthen the robustness of our
model. We performed two enhancement operations of erasing and cropping on the input image x to
obtain three groups of images (lorigina, Ierasing, and Ieropping). Among them, Iorigina is the original input image,
Lerssing adds obstacles to the image, and Iwoping irregularly crops the image. Based on the original
occluded data, we obtained two images with enhanced degrees of occlusion based on each original
image. As shown in Figure 3, several examples of the data augmentation methods we used are

provided.
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Figure 3. Samples of images acquired using the data augmentation techniques employed in our
approach: random cropping and random erasing.
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4.3. Implementation

All experiments were conducted on four NVIDIA V100 GPUs. The fundamental architecture of
our approach was based on VIT-B/16, comprising 12 Transformer layers. The model’s initial weights
were pre-trained on ImageNet. In our experiments, we also incorporated methodologies from
TransRelD, employing both overlapping patch embedding and Scale-Invariant Embedding (SIE).
When constructing the adjacency matrix, the threshold m was set to the mean value of the similarity
matrix. The batch size was configured to 128, with each containing 4 images per identity. The initial
learning rate for the experiments was set at 0.00196, and the learning rate was decayed following a
cosine annealing schedule.

We used the Cumulative Matching Curve and Mean Average Precision (mAP) to evaluate
different ReID methods.

The Rank-1 accuracy of CMC is a metric that evaluates whether the correct match can be found
at the top of the retrieval list. Specifically, if the image ranked first in the retrieval results
corresponding to a query image indeed belongs to the same individual, it is counted as a successful
match. The Rank-1 accuracy is, thus, the ratio of successful matches to the total number of queries.

The Mean Average Precision (mAP) is a more comprehensive evaluation metric that takes into
account all correct match positions in the retrieval results. mAP is the mean of the average precision,
where precision is defined as the ratio of the number of correct matches to the total number of
retrieved items up to a certain position in the retrieval list; recall, in contrast, is the ratio of the number
of correct matches to the actual total number of matches. This metric provides a balanced view
between precision and recall, offering a more holistic assessment of retrieval performance.

4.3. Results of Data Set Verification

We compared our approach with various state-of-the-art methods on the occluded person re-
identification benchmark, as listed in Table 1. The comparison encompassed three categories of
methods: multi-scale convolutional approaches, methods utilizing spatial key point information, and
those based on the Transformer architecture. The results of our experiments demonstrate that our
method outperforms other methods in occluded scenarios, excelling in extracting more effective
features compared to its counterparts.

Table 1. Comparison with state-of-the-art methods on occluded RelD data sets. The label ours*
denotes configurations where the number of multi-head attention heads is set to 4, while that for ours
was set to 8 (the best results are shown in bold, and the second-best result is underlined).

Occ_Duke Occ_RelD Partial_RelID
Method mAP Rank-1 mAP Rank-1 Rank-1
Multi-scale DSR [30] 304 40.8 62.8 72.8 50.7
CNN FPR [31] - - 68.0 78.3 68.1
TransRelD [6] 55.7 64.2 67.3 81.6 68.6
DC-former [5] 56.6 63.3 45.7 49.0 73.0
Transformer
PAT [9] 53.6 64.5 72.1 70.2 -
PVT [10] 57.6 65.5 74.0 79.1 81.0
PVPM [13] - - 61.2 70.4 78.3
OAMN [14] 46.1 62.6 - - 86.0
Spatial key PAFM [15] 42.3 55.1 68.0 76.4 82.5
point graph  HORelD [11] 43.8 55.1 70.2 80.3 85.3
RFCNet [16] 54.5 63.9 - - -
EcRelD [12] 52.7 64.8 75.1 84.5 81.0
QPM [32] 49.7 64.4 - - 81.7
Others MoS [33] 55.1 66.6 - - -
BMM [34] 55.6 63.4 - - 73.7
ours* 56.9 65.5 79.3 83.0 84.9

ours 57.1 66.8 77.2 81.3 85.3
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4.4. Comparison of Parameter Tuning

In Table 2, we present the results of our evaluation of the effectiveness of data augmentation on
the occluded data sets. To fully leverage the training information and mitigate the issue of data
imbalance in the test set, three augmentation techniques were applied during the data pre-processing
stage. The experimental results show that data augmentation significantly enhanced the performance
of our model. On OCC_Duke, the augmentation strategies notably improved the method’s efficacy,
with an increase of 5.6% in mAP and 1.8% in Rank-1 accuracy. For OCC_RelD, the improvements in
mAP and Rank-1 accuracy were even more pronounced, at 7.4% and 2.4%, respectively. Likewise, on
Partial-RelD, the enhancements yielded an increase of 2.3% in Rank-1 accuracy. It is evident that the
incorporation of data augmentation was efficacious across all three occlusion data sets.

Table 2. Comparison of data augmentation.

Occ_Duke Occ_RelID Partial_RelID
mAP Rank-1 mAP Rank-1 Rank-1
ours (no_aug) 51.5 65.0 69.8 78.9 83.0
ours (aug) 57.1 66.8 77.2 81.3 85.3

In Table 3, we present our evaluation of the impact of the number of layers in our proposed
module on the results. The MSGA module was configured with 1, 2, or 3 layers, and the results of
our experiments show that the best performance was attained when the number of layers was set to
3. This result proves that deeper MSGA modules can learn more intricate feature representations,
enabling the module to capture abstract RelD features.

Table 3. Parameter tuning of MSGA layers.

Num of Occ_Duke Occ_RelID Partial_RelID
MSGA Layers mAP Rank-1 mAP Rank-1 Rank-1
1 56.1 66.3 76.6 80.8 85.1
2 56.5 65.7 76.8 80.9 84.8
3 57.1 66.8 77.2 81.3 85.3

In Table 4, we present our analysis of the impact of the number of attention heads. We configured
the number of heads to 2, 4, 6, or 8. Moreover, we conducted experiments on occluded data sets. The
use of multi-head attention enables GAT to concurrently capture diverse features from the input data.
Each head is initialized with distinct weights. An increase in the number of heads allows for the
learning of a broader range of distinct features; however, beyond a certain threshold, some heads
may begin to learn redundant features, duplicating information already captured by others which,
in turn, leads to a decline in performance.

Table 4. Parameter tuning of attention heads.

Num of Occ_Duke Occ_RelD Partial_RelID
Attention mAP Rank-1 mAP Rank-1 Rank-1
Heads
2 53.3 63.3 76.4 81.1 83.5

4 56.9 65.5 79.3 83.0 84.9
6 56.5 66.4 77.3 82.5 85.6
8 57.1 66.8 77.2 81.3 85.3
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4.5. Visual Experiment

4.5.1. Examples of Inference on the Occluded Data Set

In the following section, we show two examples of inference on the Occ_Duke data set. As
illustrated in Figure 4, both of the query images show occluded persons. It can be seen that, compared
to the other two Transformer-based baseline approaches, our approach was more clearly aware of
persons being occluded. The other two methods presented more cases of using shelter features for
matching, resulting in errors.

TransReID

(a)

DC-former

Query

TransReID @

DC-former

(b)

Query

Ours

Figure 4. Two illustrative examples of inference on the occlusion data set Occ_Duke. Panels (a) and
(b) depict the top 10 matches (Rank-10) for person re-identification corresponding to a query image.
The results from top to bottom were obtained with TransRelD, DC-Former, and our proposed
method, respectively. Green and red borders around images denote correct and incorrect match
results.

4.5.2. Visual Comparison of Feature Attention

As shown in Figure 5, gradient-based visualization was employed to analyze the attention
heatmap of the features ultimately fed into the RelD head. It is evident that, in comparison with the
two baseline approaches, our model was notably effective in directing focus to salient portions of the
person, rather than being distracted by occluding objects, particularly under conditions of occlusion.
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TransRelD

DC-former

ours

Figure 5. Heatmaps of feature maps after processing with three distinct Transformer-based models.
In the heatmaps, red regions signify areas of high attention focus by the model, whereas blue areas
indicate low attention focus.

5. Discussion/Conclusions

In this study, we proposed a novel module that harnesses the graph attention mechanism to
aggregate human feature information. After analyzing other transformer based models, we believe
that The self-attention mechanism in ViT might be vulnerable to interference caused by occluding
objects, which can result in attention being scattered across irrelevant areas. To mitigate the impact
of occlusions, some approaches have utilized pose estimation or human keypoint detection to create
graph-structured data. However, these methods introduce additional noise, partly due to challenges
like the invisibility of keypoints.

Our method addresses the reliance of graph-based models on human key point detection
through re-assembling the features extracted with ViT to concentrate on effective information
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segments under occlusion scenarios. Our overarching framework employs ViT as the backbone,
treating features extracted by ViT as graph nodes, which are then processed with our multi-scale
attention module for information aggregation. By adopting graph structures and attention-driven
feature learning, the network is encouraged to focus on features that persist stably, even under
occluded conditions, while integrating pedestrian features across various scales. This approach
sustains robust recognition performance in the presence of occlusions. Through assigning attention
weights to feature maps at different scales, the model effectively integrates both global and local
information. Our method surpasses most existing models based on graph convolutional
approaches—albeit not outperforming the most recent ones—which remains an area for future
investigation and improvement. Currently, our method for constructing graph-structured
information relies solely on feature similarity, which may not fully align with the feature distribution
of person re-identification tasks, thus potentially degrading model performance. We plan to explore
this issue in future work.
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