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Abstract: Image processing is a computationally intensive task that can benefit significantly from parallel
techniques. In this study, we evaluate the efficiency of image processing using parallel techniques compared to
sequential techniques. We use Dask to parallelize the loading and processing of images and compare the execution
times for various image processing techniques, including smoothing, edge detection, rotation, and thresholding.

The results show that parallel processing significantly reduces execution time compared to sequential processing.
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1. Introduction

Image processing is a fundamental task in a wide range of fields, including medicine, surveil-
lance, robotics, astronomy, and more. As the resolution and quantity of generated images increase
exponentially, the need for more efficient methods to process these massive volumes of data becomes
evident. Parallel techniques have emerged as a promising solution to address this need, allowing
the simultaneous execution of multiple operations, thereby improving efficiency and significantly
reducing processing times [1-15].

Parallelism can be implemented at different levels, from hardware to software. In hardware,
Graphics Processing Units (GPUs) have proven to be powerful tools for parallel processing due to
their ability to handle thousands of threads simultaneously. Various studies have shown that GPUs
can significantly accelerate image processing compared to traditional Central Processing Units (CPUs)
[1-5]. This is especially evident in tasks that require high performance, such as medical image analysis
or real-time surveillance [6].

In addition to hardware, software libraries and frameworks also play a crucial role in implement-
ing parallel processing. Technologies such as CUDA (Compute Unified Device Architecture) and
OpenCL (Open Computing Language) allow developers to harness the power of GPUs to accelerate
image processing algorithms [4,5,7,8]. For instance, the implementation of real-time processing tech-
niques with CUDA has enabled complex calculations at high speed, optimizing the performance of
critical applications [6].

Another effective strategy for parallel processing is the use of message-passing interfaces such
as MPI (Message Passing Interface) and multiprocess programming models like OpenMP (Open
Multi-Processing). These technologies facilitate the distribution of tasks across multiple cores and
nodes of a system, improving efficiency and reducing processing times [9-14]. In cloud computing
environments, distributed parallel processing allows for faster and more efficient handling of large
volumes of image data by leveraging the scalability and flexibility of cloud resources [7,8,15].

Modern tools such as Dask have also emerged to optimize parallel image processing workflows.
Dask enables developers to efficiently manage resources and improve processing times by parallelizing
tasks across distributed systems [7-9]. Dask’s ability to integrate and coordinate multiple types of
parallel workloads makes it an invaluable tool for processing large volumes of image data [16].

In summary, implementing parallel techniques in image processing not only improves efficiency
and reduces processing times but also allows for handling increasingly larger volumes of data with
greater flexibility and scalability [2,17]. As technology continues to advance, it is essential to keep
exploring and optimizing these techniques to address future challenges in image processing [8].
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2. Literature Review

Image processing has evolved significantly with the incorporation of parallel techniques, high-
lighting improvements in efficiency and reductions in processing times [1-10]. Graphics Processing
Units (GPUs) have been a key component in this advancement, allowing for simultaneous execution
of operations and achieving significant accelerations compared to traditional CPUs [2,8]. Furthermore,
GPUs are widely used in high-performance applications such as real-time surveillance and medical
image analysis [4,18].

Image compression using parallel techniques has also shown significant improvements in effi-
ciency [9,12-15]. These techniques not only reduce processing time but also optimize the use of system
resources [7,8]. For example, implementing MPI and OpenMP in image processing facilitates the
distribution of tasks across multiple cores, optimizing overall performance [6,13].

CUDA and OpenCL are technologies that allow developers to fully leverage GPU capabilities.
CUDA, in particular, has been effective in real-time processing applications, achieving complex
calculations at high speed [17]. OpenCL, on the other hand, offers an open platform for developing
parallel applications, facilitating the acceleration of image processing algorithms [4,5].

Distributed parallel processing has proven to be an effective solution for handling large volumes
of data. This technique allows multiple systems to work together, increasing the speed and efficiency
of image processing [8,19]. Additionally, the use of FPGAs has allowed for hardware customization
for specific tasks, further optimizing performance [9,10].

In cloud computing environments, parallel processing techniques have proven highly effective.
These techniques allow unprecedented scalability and flexibility, which is essential for handling large
volumes of image data [7,8]. Moreover, parallel algorithms on multicore systems have been shown to
be significantly more efficient than traditional sequential methods [8,9].

MapReduce and Spark are technologies that have optimized parallel image processing. These
technologies facilitate the comparison and improvement of different parallel processing approaches,
highlighting their advantages and limitations [6—8]. Finally, tools like Dask have improved resource
management and processing times by parallelizing tasks in distributed systems [16,19].

In conclusion, existing literature underscores the advantages of parallel processing in the efficiency
and performance of image processing [1,2]. Modern technologies and parallel approaches have shown
significant improvements compared to sequential methods, highlighting the importance of continuing
to explore and optimize these techniques [2,8].

3. Methodology

In this study, we evaluated the efficiency of image processing using parallel techniques compared
to sequential techniques. We used 50 images obtained from Pexels, and processing was carried out
in Google Colab, leveraging its computational resources to perform both sequential and parallel
processing [8,10,13,14,19].

For sequential processing, a Google Colab environment with 1.1 GB of system RAM and 27.1 GB
of disk space was utilized. The techniques implemented included Gaussian smoothing, Canny edge
detection, rotation using affine transformation, and thresholding. Execution times for each technique
were measured for each of the 50 images, and average times were calculated to evaluate the efficiency
of sequential processing.

For parallel processing, the Dask library was employed to parallelize tasks in a Google Colab
environment with 1.2 GB of system RAM and 27.3 GB of disk space. The same image processing
techniques were applied, but with tasks distributed across multiple processors using Dask. The client
was set up to manage the work cluster, and Dask’s delayed functions were used to execute tasks in
parallel, achieving significant reductions in processing times.

The workflow involved loading images, processing them sequentially and in parallel, measuring
execution times, and comparing the results to assess the efficiency of parallel techniques.
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4. Results and Discussion

4.1. Average Execution Times—Sequential Processing

The graphs and tables presented show the average execution time for each image processing
technique (smoothing, edge detection, rotation, and thresholding) in a set of 50 images using sequential
and parallel processing [6-8,10,19].

In sequential processing, the average execution times were as follows: - Smoothing: 0.0475 s -
Edge Detection: 0.1275 s - Rotation: 0.1125 s - Thresholding: 0.0025 s

Figure 1. Average execution times for sequential processing in smoothing, edge detection, rotation,
and thresholding techniques.

4.2. Average Execution Times—Parallel Processing

For parallel processing, the average execution times were: - Smoothing: 0.00004 s - Edge Detec-
tion: 0.00012 s - Rotation: 0.00008 s - Thresholding: 0.00004 s

camiento Paraieo

Figure 2. Average execution times for parallel processing in smoothing, edge detection, rotation, and
thresholding techniques.

The results show a clear improvement in execution times when using parallel techniques [6-8,10,19].
In particular, edge detection and rotation showed significant improvements, from 0.1275 s and 0.1125 s in
sequential processing to 0.00012 s and 0.00008 s respectively in parallel processing [6-8].

4.3. Comparison of Sequential and Parallel Processing

Comparing both methods, it is observed that parallel processing is considerably more efficient in
terms of execution time [6-8]. This is evident in all types of processing, especially in edge detection
and rotation, where execution time is drastically reduced [6-8].

The average execution time graphs visually illustrate this difference, highlighting the efficiency of
parallelism in image processing [6-8]. The final processed images also show that processing quality
remains consistent between both methods, ensuring that efficiency does not compromise quality [6-8].

Suavizado Deteccion de Bordes Rotacién Umbralado
Original 0.0000 s 0.0001s 0.0001 s 0.0000s
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Figure 3. Images processed with smoothing and edge detection techniques. On the left, sequential
processing results. On the right, parallel processing results.
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Figure 4. Images processed with rotation and thresholding techniques. On the left, sequential process-
ing results. On the right, parallel processing results.

5. Conclusions

e Efficiency of Parallelism: Parallel processing showed a significant improvement in execution
times compared to sequential processing, especially in computationally intensive tasks such as
edge detection and image rotation [6-8,10,19].

¢ Consistent Quality: Despite the reduction in processing time, the quality of image processing
remained high, demonstrating that parallelism can improve efficiency without sacrificing quality
[6-8,10,19].

¢ Applicability: These results underscore the applicability of parallelism in processing large
volumes of images, which is crucial in fields such as computer vision and signal processing [6-8].

* Future Research: It is recommended to explore more parallel techniques and their implementa-
tion on different platforms and architectures to continue optimizing image processing and other
computational tasks [6-8,10,19].
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