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Abstract: This study explores the impact of artificial intelligence (AI) on financial inclusion satisfaction and 
recommendation, focusing on ethical dimensions and perceived algorithmic fairness. From the perspectives of 
organizational justice theory and the heuristic-systematic model, we examine how constructs of algorithm 
transparency, algorithm accountability, and algorithm legitimacy influence users' perceptions of fairness, and 
subsequently, their satisfaction with and recommendation of AI-driven financial inclusion. Through a survey-
based quantitative analysis, our results indicate that perceived algorithmic fairness acts as a mediating factor 
between the ethical attributes of AI systems and user satisfaction as well as their recommendation. Findings 
reveal that higher levels of transparency, accountability, and legitimacy enhance customers' perceptions of 
fairness, which in turn significantly increases both their satisfaction with financial inclusion services facilitated 
by AI and their likelihood to recommend them. This research not only contributes to the literature on AI ethics 
by highlighting the critical role of transparent, accountable, and legitimate AI practices in fostering satisfaction 
and recommendation among users, but also fills a significant gap in understanding the ethical implications of 
AI in financial inclusion contexts. 

Keywords: artificial intelligence (AI); financial inclusion; ethical considerations; algorithmic fairness; 
user satisfaction; recommendation behavior 

 

1. Introduction 

The rapid advancement of artificial intelligence (AI) in financial services has transformed 
traditional banking and finance paradigms, ushering in an era of unprecedented financial inclusion. 
AI-driven technologies offer a unique promise to democratize access to financial services, thereby 
enhancing customer satisfaction and broadening the economic participation of traditionally 
underserved or marginalized groups [1]. However, as the penetration of AI into these critical sectors 
deepens, it raises significant ethical concerns and challenges related to the transparency, 
accountability, and legitimacy of algorithmic decisions—factors that fundamentally influence user 
trust and the perceived fairness of these systems [2,3]. 

Drawing upon organizational justice theory, which emphasizes the importance of fairness 
perceptions in shaping individual attitudes and behaviors [4], this study investigates how ethical 
dimensions of AI algorithms influence user satisfaction and recommendation in the context of 
financial inclusion. Additionally, we employ the heuristic-systematic model [5] to understand how 
users process information about AI systems and form perceptions of algorithmic fairness. 

Despite the extensive deployment of AI in financial services, significant gaps remain in our 
understanding of how these algorithms impact user response, particularly through the lens of ethical 
operations and fairness. While current literature extensively explores the utility and efficiency of AI-
driven systems in enhancing financial inclusion service access [6,7], there is scant focus on the 
nuanced relationships between the ethical dimensions of AI algorithms and user satisfaction as well 
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as their recommendation. This oversight persists despite growing concerns over algorithmic bias, 
which can exacerbate financial exclusion instead of alleviating it [8,9]. 

To address this research gap, this paper examines how the ethical constructs of algorithm 
transparency, accountability, and legitimacy collectively influence perceived algorithmic fairness 
and, consequently, users' satisfaction with AI-driven financial inclusion and their recommendation 
of it as well. Grounded in organizational justice theory and the heuristic-systematic model, we 
propose a conceptual model that links these ethical constructs to user satisfaction and 
recommendation [10] through the mediating role of perceived algorithmic fairness, thereby 
providing a holistic view of the ethical implications of AI in financial services. 

The contributions of this study are multifaceted. First, by quantitatively demonstrating how 
ethical considerations in AI deployment influence perceived fairness and user response, it highlights 
the potential of ethical AI to enhance financial inclusion outcomes. Second, through the quantitative 
data, this study offers a richer, more nuanced understanding of user perceptions and behaviors in 
relation to AI-driven services, advancing the application of organizational justice theory and the 
heuristic-systematic model in the context of AI and financial inclusion. Third, by linking ethical 
constructs and users' perceived algorithmic fairness directly to user response, this paper expands 
existing research [11,12] on financial technology behavior to include ethical dimensions, providing a 
more comprehensive framework for studying AI in financial services. Finally, the findings provide 
actionable insights for financial institutions and Fintech developers, emphasizing the importance of 
ethical practices in algorithm design to foster satisfaction and recommendation among users. 

2. Theoretical Background 

2.1. AI in Financial Inclusion 

The integration of Artificial Intelligence (AI) in financial services has revolutionized the 
landscape of financial inclusion. AI-driven technologies, such as machine learning algorithms, 
predictive analytics, and automated decision-making systems, have made it possible to extend 
financial services to previously underserved populations. These technologies enable financial 
institutions to assess creditworthiness, detect fraud, and personalize financial products with 
unprecedented accuracy and efficiency. Studies have shown that AI can significantly reduce the cost 
of delivering financial services, thereby making it feasible to serve low-income and remote 
populations [13–15]. As a result, AI has the potential to bridge the financial inclusion gap and 
promote economic empowerment for marginalized communities [16]. 

However, despite the promising benefits of AI in financial inclusion, there are also significant 
concerns about fairness, transparency, and accountability that need to be addressed [17,18]. AI 
systems can perpetuate and even amplify existing biases if not properly managed [19]. For instance, 
if the data used to train these algorithms contain biases, the resulting decisions may unfairly 
disadvantage certain groups [20]. This can lead to a vicious cycle where the very people who are 
supposed to benefit from financial inclusion are instead further marginalized [21]. 

While several studies have investigated the ethical implications of AI in various domains [22,23], 
there is a notable research gap in understanding the specific ethical challenges and considerations in 
the context of AI-driven financial inclusion. Given the potential impact of AI on marginalized 
communities and the unique characteristics of the financial inclusion landscape, it is crucial to 
investigate how ethical principles and algorithmic fairness can be operationalized in this specific 
context. 

Therefore, it is crucial to ensure that AI systems are designed and implemented with ethical 
considerations in mind, promoting fairness and equity in financial services. This requires a proactive 
approach that involves diverse stakeholders, including regulators, financial institutions, and civil 
society organizations, to develop guidelines and best practices for responsible AI deployment in 
financial inclusion [24,25]. By addressing the research gap and prioritizing the investigation of ethical 
issues and algorithmic fairness in AI-driven financial inclusion, we can work towards ensuring that 
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the benefits of these technologies are distributed equitably and that the rights and interests of 
marginalized communities are protected. 

2.2. Organizational Justice Theory 

Organizational justice theory provides a useful framework for understanding user responses to 
AI-driven financial inclusion. This theory posits that individuals evaluate the fairness of 
organizational processes and outcomes based on three dimensions: distributive justice, procedural 
justice, and interactional justice [26]. Distributive justice refers to the perceived fairness of outcomes, 
procedural justice to the fairness of processes used to determine outcomes, and interactional justice 
to the quality of interpersonal treatment during the process. 

Applying organizational justice theory to AI in financial inclusion provides a robust framework 
for understanding how users perceive the fairness of AI-driven financial services, especially in terms 
of algorithm transparency, accountability, and legitimacy. Algorithm transparency aligns closely 
with procedural justice, as it refers to the extent to which users can see and understand the processes 
behind algorithmic decisions. When users can comprehend how an algorithm works and on what 
basis decisions are made, they are more likely to perceive the process as fair [27]. This perceived 
fairness can increase trust in the system and overall satisfaction with the service. 

Algorithm accountability involves establishing mechanisms through which algorithmic 
decisions can be audited, explained, and, if necessary, contested [28,29]. This concept is tied to both 
procedural and interactional justice. Procedural justice is addressed when users know that there are 
checks and balances to ensure that the algorithms operate as intended and can be corrected if errors 
occur. Interactional justice comes into play when users feel that they are treated with respect and 
given adequate explanations for decisions that affect them. 

Algorithm legitimacy, closely related to distributive justice, refers to the extent to which users 
perceive the use of algorithms as appropriate, justified, and in line with societal norms and values. 
Distributive justice focuses on the perceived fairness of outcomes. When users believe that 
algorithmic decisions are legitimate, they are more likely to accept the outcomes as fair, even if the 
outcomes are not in their favor [30,31]. 

In conclusion, organizational justice theory, which encompasses distributive, procedural, and 
interactional justice, provides a comprehensive framework for understanding the relationship 
between algorithm transparency, accountability, and legitimacy, and user responses to AI-driven 
financial inclusion. By ensuring that AI-driven financial services adhere to these principles of 
organizational justice, institutions can foster trust, satisfaction, and acceptance among users. 

2.3. Heuristics-Systematic Model 

The heuristics-systematic model explains how individuals process information and make 
judgments. According to this model, people use two types of cognitive processing: heuristic 
processing, which is quick and based on simple cues or rules of thumb, and systematic processing, 
which is slower and involves more deliberate and thorough analysis of information [5]. In the context 
of AI-driven financial inclusion, the heuristics-systematic model helps us understand the pathways 
through which algorithm transparency, accountability, and legitimacy impact perceived algorithmic 
fairness and, ultimately, user satisfaction. 

Algorithm transparency can influence both heuristic and systematic processing. Users may 
heuristically trust transparent algorithms if they are provided with clear, easy-to-understand 
summaries or visualizations of how the algorithm works [2]. Simple explanations and transparency 
badges (e.g., "This decision was made by a transparent AI") can serve as heuristic cues that enhance 
perceived fairness. For users who engage in systematic processing, detailed documentation, access 
to algorithmic audits, and the ability to explore the decision-making process enhance perceived 
fairness [32]. Transparency allows these users to thoroughly evaluate and verify the fairness of the 
algorithmic processes. 

Similarly, algorithm accountability can affect both types of cognitive processing. Accountability 
cues, such as the presence of customer support for AI-related queries or the availability of a clear 
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appeals process, can act as heuristics that assure users of the algorithm's fairness. Users who process 
information systematically will appreciate detailed accountability mechanisms, such as audit trails, 
regular performance reviews of the AI system, and clear protocols for rectifying erroneous decisions 
[33]. These elements provide the depth needed for users to perceive the system as accountable and 
fair. 

Lastly, algorithm legitimacy can also influence heuristic and systematic processing. Simple 
endorsements from regulatory bodies or ethical certifications can serve as heuristic cues that bolster 
the perceived legitimacy of the algorithm [34]. Users engaging in systematic processing will look for 
deeper validation, such as evidence of bias mitigation efforts, compliance with ethical standards, and 
comprehensive impact assessments. These factors contribute to a robust perception of legitimacy, 
reinforcing the overall fairness of the algorithm. 

To summarize, the heuristics-systematic model offers a comprehensive framework for 
understanding the impact of algorithm transparency, accountability, and legitimacy on perceived 
algorithmic fairness. By addressing the cognitive processing routes of users, financial institutions can 
effectively foster trust and satisfaction in AI-driven financial services. Ensuring that algorithmic 
systems cater to both heuristic and systematic processing can lead to a more inclusive and user-
friendly experience, ultimately promoting the success of AI-driven financial inclusion initiatives. 

2.4. Perceived Algorithmic Fairness 

Perceived algorithmic fairness is a critical determinant of user response to AI-driven financial 
inclusion. It encompasses users' perceptions of the transparency, accountability, and legitimacy of 
algorithmic decisions. Research suggests that when users perceive algorithms to be fair, they are more 
likely to trust the technology and feel satisfied with the services provided [35–37]. For instance, a 
study by Shin [2] examined how perceived fairness of a personalized AI system influenced user trust 
and perceived usefulness; ultimately, these factors influenced user satisfaction with the system.  

To enhance perceived algorithmic fairness, it is essential to focus on transparency, 
accountability, and legitimacy. Algorithm transparency involves providing users with clear 
information about how decisions are made, including the data used and the logic of the algorithm. 
Grimmelikhuijsen [38] stated that algorithmic transparency encompasses key aspects of procedural 
fairness. Ideally, explaining an algorithmic decision demonstrates that it was made impartially and 
thoughtfully. A study by Starke [39] highlighted the importance of algorithmic accountability in the 
context of algorithmic decision-making, showing that perceived fairness is in relation to attributes 
such as transparency or accountability. Qin et al. [40] found that the favorable attitudes towards AI-
driven employee performance evaluations enhance perceived legitimacy, which in turn fosters a 
sense of fairness in the assessment process. 

In the context of financial inclusion, studies have begun to explore the role of perceived 
algorithmic fairness. For example, Adeoye et al. [16] pointed out that when leveraging AI and data 
analytics to enhance financial inclusion, it's crucial to address various challenges and considerations. 
Key among these are ensuring data privacy and security, and promoting fairness and transparency 
in AI algorithms. However, empirical studies of the AI-driven financial inclusion fairness and its 
antecedents are still scarce.  

To sum up, the successful integration of AI in financial inclusion hinges on addressing ethical 
considerations and fostering perceived algorithmic fairness. By enhancing transparency, 
accountability, and legitimacy, financial institutions can improve user trust and satisfaction, thereby 
advancing the goal of inclusive financial services. As the field of AI-driven financial inclusion 
continues to evolve, further research is needed to understand the nuances of perceived algorithmic 
fairness and develop effective strategies for promoting it. 
  

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 22 July 2024                   doi:10.20944/preprints202407.1655.v1

https://doi.org/10.20944/preprints202407.1655.v1


 5 

 

3. Hypotheses Development 

3.1. Ethical Considerations and Users’ Perceived Algorithmic Fairness 

The ethical dimensions of AI algorithms—transparency, accountability, and legitimacy—play a 
crucial role in shaping users' perceptions of algorithmic fairness. These factors work in concert to 
create an overall perception of fairness, which is critical for user acceptance and trust in AI-driven 
financial inclusion services. 

Transparency enables users to understand how algorithmic decisions are made [41]. When AI 
systems provide clear explanations and insights into their decision-making processes, users are more 
likely to perceive them as fair [42]。  

Accountability is another critical ethical dimension that ensures AI systems can be audited, 
questioned, and rectified when necessary [43]. When users know that there are mechanisms in place 
to hold AI systems accountable for their decisions, they are more likely to perceive them as fair [44]. 
Accountable AI systems afford users a sense of fairness, which, in turn, promotes a sense of 
satisfaction and recommendation. In the financial inclusion context, accountability measures such as 
clear dispute resolution processes and human oversight can enhance users' perceptions of 
algorithmic fairness.  

Legitimacy refers to the extent to which users perceive the use of AI algorithms as appropriate 
and justified within a given context. When AI systems align with societal norms and values, users 
are more likely to accept their decisions as fair (Martin and Waldman, 2023). In the case of AI-driven 
financial inclusion, legitimacy can be established through compliance with ethical standards, 
regulatory approval, and alignment with financial inclusion goals. Studies have shown that 
perceived legitimacy enhances trust and continuous usage intention of AI systems [31]. Hence, based 
on the above discussion, we propose the following hypotheses: 

H1: Algorithm transparency positively influences perceived Algorithmic fairness. 
H2: Algorithm accountability positively influences perceived Algorithmic fairness. 
H3: Algorithm legitimacy positively influences perceived Algorithmic fairness. 
These three ethical considerations—transparency, accountability, and legitimacy—work 

together to shape users' overall perceptions of algorithmic fairness. By addressing these aspects in AI 
system design and implementation, financial institutions can foster positive response among users of 
AI-driven financial inclusion services. 

3.2. Perceived Algorithmic Fairness, Users’ Satisfaction and Recommendation 

Perceived algorithmic fairness is a critical factor that influences users’ attitudes and behaviors 
towards AI-driven systems. When users perceive AI algorithms as fair, they are more likely to be 
satisfied with the services provided and recommend them to others [45,46]. 

In the context of financial inclusion, perceived algorithmic fairness can significantly impact 
users’ satisfaction with AI-driven services. Users who view an AI system as fair tend to be more 
satisfied with its outputs. Conversely, those who perceive the AI system as unfair are likely to be 
dissatisfied with the results it generates [47]. This satisfaction can stem from the belief that the AI 
system treats them equitably and makes unbiased decisions [48].  

Furthermore, perceived algorithmic fairness can also influence users’ likelihood to recommend 
AI-driven financial inclusion services to others. Users who perceive an AI system as fair are more 
inclined to recommend it to others. In contrast, those who view it as unfair tend to respond 
negatively, potentially spreading unfavorable opinions [49]. This phenomenon may be explained by 
reciprocity. Users who believe AI-driven financial inclusion systems employ fair evaluation processes 
are likely to respond positively in return. Conversely, those who feel fairness principles have been 
violated are prone to express negative reactions [50]. We propose that users' perception of fairness in 
the algorithmic evaluation process directly influences their likelihood of reciprocating positively. 
Specifically, the fairer users perceive the process to be, the more likely they are to recommend the AI-
driven financial inclusion system to others. Thus, we hypothesize: 
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H4: Perceived algorithmic fairness positively influences users’ satisfaction with AI-driven 
financial inclusion. 

H5: Perceived algorithmic fairness positively influences users’ recommendation of AI-driven 
financial inclusion. 

These hypotheses reflecting the different ways in which perceived fairness can impact user 
behavior. While satisfaction is a personal response to the service, recommendation involves sharing 
one's positive experience with others, potentially expanding the reach of AI-driven financial inclusion 
services. 

3.3. Satisfaction with AI-Driven Financial Inclusion and Recommendation 

Users' satisfaction with AI-driven financial inclusion services can have a significant impact on 
their recommendation behavior. When users are satisfied with their experiences with an AI system, 
they are more likely to engage in positive word-of-mouth and recommend the services to others 
[51,52]. 

In the context of financial inclusion, user satisfaction can stem from various factors, such as the 
ease of access to financial services, the quality of personalized offerings, and the overall experience 
with the AI-driven system. When users feel that the AI-driven financial services meet their needs and 
expectations, they are more likely to be satisfied and, in turn, recommend these services to others 
[53]. This recommendation behavior can help expand the reach of financial inclusion initiatives and 
attract new users [54]. Therefore, based on the above evidences, we hypothesize: 

H6: Users’ satisfaction with AI-driven financial inclusion positively influences their 
recommendation of it. 

The relationship between users’ satisfaction and their likelihood to recommend completes the 
logical chain from ethical considerations to perceived fairness, satisfaction, and ultimately, 
recommendation. It emphasizes the importance of not only ensuring algorithmic fairness but also 
delivering a satisfying user experience to promote the wider use of AI-driven financial inclusion 
services. The research model based on the research hypotheses so far is shown in Figure 1. 

 
Figure 1. Research model. 

4. Research Methodology and Research Design  

4.1. Questionnaire Design and Measurements 

Our investigation began with the development of a comprehensive questionnaire designed to 
capture relevant data for our analysis. Recognizing the importance of expert input, we sought 
evaluations from esteemed professors in the Finance and Information Technology departments. Their 
invaluable feedback led to refinements in the questionnaire, enhancing its precision and relevance. 

The questionnaire was structured to assess six key dimensions of AI-driven financial inclusion 
services. These included the extent to which the algorithms used in the evaluation process were 
transparent, accountable, and legitimate; users' perceived fairness of the algorithms; their satisfaction 
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with the AI-driven financial inclusion services; and their likelihood to recommend the services to 
others. 

The introductory section of the questionnaire outlined the study's purpose and assured 
participants of confidentiality and anonymity. It also provided survey instructions. The first part 
collected basic demographic information such as age, gender, income level, and education to 
establish a foundational understanding of respondents' backgrounds. The second part comprised 
items carefully crafted to assess the six constructs under investigation. 

The measurement items for algorithmic transparency, accountability, legitimacy, and perceived 
fairness [31,55] evaluated respondents' perceptions of AI-driven financial inclusion in terms of 
openness, responsibility, and morality. These items assessed how users viewed the fairness, 
explainability, and trustworthiness of AI systems used in financial inclusion services. The satisfaction 
construct [45] evaluated respondents' views on the services' ability to meet their needs and 
expectations. This included assessing users' overall contentment, perceived value, and the 
effectiveness of AI-driven solutions in addressing financial requirements. Lastly, the 
recommendation construct [56] measured the extent to which respondents were likely to endorse or 
suggest these services to others, assessing their willingness to recommend based on their experiences. 

4.2. Sampling and Data Collection 

This study targeted users of AI-driven financial inclusion services. To ensure a diverse and 
representative sample, participants were recruited from various demographics, including different 
age groups, income levels, educational backgrounds, and geographical locations. The inclusion 
criteria required participants to have experience with AI-facilitated financial services, ensuring 
informed responses regarding algorithmic fairness, satisfaction, and recommendation likelihood. 

A stratified random sampling technique was employed to ensure representation across key 
demographic segments, including age, gender, income, education level, and geographical region. 
This approach helped obtain a balanced sample reflecting the diversity of the AI-driven financial 
inclusion services user base. 

Data collection utilized a reliable online survey platform, enabling wide reach and participant 
convenience. The survey was distributed via email and social media channels to maximize 
participation. Partnerships with financial service providers further facilitated survey dissemination 
to their customers, enhancing the response rate. 

Prior to participation, respondents were informed about the study's purpose, the voluntary 
nature of their participation, and the confidentiality of their responses. Informed consent was 
obtained from all participants. The survey was designed to take approximately 15-20 minutes, with 
assurances that responses would be anonymized to protect privacy. 

This rigorous methodology and design aimed to provide robust and reliable insights into the 
influence of ethical considerations and perceived algorithmic fairness on user satisfaction and 
recommendation in the context of AI-driven financial inclusion. By carefully structuring the 
questionnaire, selecting diverse participants, and employing stratified sampling, the study sought to 
capture a comprehensive and accurate picture of user perceptions and experiences with these 
innovative financial services. 

The survey targeted users with experience in AI-driven financial inclusion services in China, 
conducted from late April to early May 2024. Out of 697 received questionnaires, 675 were deemed 
valid after excluding 22 with incomplete responses. Table 1 presents the demographic profile of the 
respondents. The sample comprised 57% male (n=385) and 43% female (n=290) participants. Age 
distribution skewed younger, with 21-30 year-olds representing the largest group (40.6%), followed 
by 31-40 year-olds (23.7%). These two cohorts accounted for over 64% of the sample, while only 7.9% 
were over 50. The respondents were predominantly well-educated, with 58.8% holding bachelor's 
degrees and 23.4% possessing master's degrees or higher. Merely 4% had a high school education or 
below. Regarding monthly income, 57.6% earned less than 5,000 RMB, 33.6% between 5,000-10,000 
RMB, and 8.8% over 10,000 RMB. Most participants demonstrated substantial experience with AI-
driven financial services: 59.1% had used them for over a year, 29.8% for 6-12 months, and 11.1% for 
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less than 6 months. Geographically, respondents were concentrated in first-tier (38.1%) and second-
tier (40.1%) cities, totaling 78.2% of the sample, while 21.7% resided in third-tier cities or below. 

Table 1. Demographics of respondents. 

 Categories N % 

Gender 
Male 385 57% 

Female 290 43% 

Age 

≤20 90 13.3% 
21-30 274 40.6% 
31-40 160 23.7% 
41-50 98 14.5% 
51-60 46 6.8% 
≥61 7 1.1% 

Education 

High school and below 27 4% 
College 93 13.8% 

Bachelor 397 58.8% 
Master and above 158 23.4% 

Monthly income (RMB) 
Less than 5000 389 57.6% 

5000-10000 227 33.6% 
More than 10000 59 8.8% 

Experience of using AI-driven 
financial inclusion services 

Less than 6 months  75 11.1% 
6 months-1 year 201 29.8% 
More than 1 year 399 59.1% 

Residential area  

First-tier city 257 38.1% 
Second-tier city 271 40.1% 
Third-tier city 100 14.8% 

Fourth-tier city 30 4.4% 
Fifth-tier city and others 17 2.5% 

5. Data Analysis and Results 

This study utilized covariance-based structural equation modeling (CB-SEM) to examine the 
complex relationships among multiple independent and dependent variables. CB-SEM is a 
sophisticated statistical approach that allows for the concurrent analysis of intricate interrelationships 
between constructs. This methodology is particularly well-suited for testing theoretical models with 
multiple pathways and latent variables, offering a comprehensive framework for assessing both 
direct and indirect effects within a single analytical model. 

The research model was evaluated using a two-step approach, comprising a measurement 
model and a structural model. Factor analysis and reliability tests were conducted to assess the factor 
structure and dimensionality of the key constructs: algorithm transparency, accountability, 
legitimacy, perceived algorithmic fairness, satisfaction with AI-driven financial inclusion, and 
recommendation of AI-driven financial inclusion services. Convergent validity was examined to 
determine how effectively items reflected their corresponding factors, while discriminant validity 
was assessed to ensure statistical distinctiveness between factors. Mediation analysis was employed 
to investigate the intermediary role of perceived algorithmic fairness. The following sections detail 
the results of these analyses, providing a comprehensive overview of the model's validity and the 
relationships between constructs. 

5.1. Measurement Model 

In the measurement model, we evaluated the convergent and discriminant validity of the 
measures. As shown in Table 2, standardized item loadings ranged from 0.662 to 0.894, exceeding the 
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minimum acceptable threshold of 0.60 proposed by Hair et al. [57]. Cronbach's α values for each 
construct ranged from 0.801 to 0.838, surpassing the recommended 0.7 threshold [58], thus providing 
strong evidence of scale reliability. Composite reliability (CR) was also employed to assess internal 
consistency, with higher values indicating greater reliability. According to Raza et al. [59], CR values 
between 0.6 and 0.7 are considered acceptable, while values between 0.7 and 0.9 are deemed 
satisfactory to good. In this study, all CR values exceeded 0.80, indicating satisfactory composite 
reliability. Furthermore, all average variance extracted (AVE) values surpassed 0.50, meeting the 
criteria established by Fornell and Larcker [60] for convergent validity. These results collectively 
demonstrate that our survey instrument possesses robust reliability and convergent validity. 

Table 3 presents Pearson's correlation coefficients for all research variables, revealing significant 
correlations among most respondent perceptions. To establish discriminant validity, we employed 
the Fornell-Larcker criterion, comparing the square root of the Average Variance Extracted (AVE) 
with factor correlation coefficients. As illustrated in Table 3, the square root of AVE for each factor 
substantially exceeds its correlation coefficients with other factors. This aligns with Fornell and 
Larcker's [60] assertion that constructs are distinct if the square root of the AVE for a given construct 
surpasses the absolute value of its standardized correlation with other constructs in the analysis. 
These findings provide robust evidence of the scale's discriminant validity, confirming that each 
construct captures a unique aspect of the phenomenon under investigation and is empirically 
distinguishable from other constructs in the model. 

Self-reported data inherently carries the potential for common method bias or variance, which 
can stem from multiple sources, including social desirability [61,62]. To address this concern, we 
implemented statistical analyses as recommended by Podsakoff and Organ [61] to assess the presence 
and extent of common method bias. Specifically, we employed the Harman one-factor test to evaluate 
whether the measures were significantly affected by common method bias, which can either inflate 
or deflate intercorrelations among measures depending on various factors. This approach allows us 
to gauge the potential impact of method effects on our findings and ensure the robustness of our 
results. 

Table 2. Factor loadings, Cronbach’s α values, AVE, and CR. 

Constructs Items Item loadings 
Cronbach’s 

Alpha AVE CR 

Algorithm 
Transparency 

AT1 0.805 
0.829 0.62 0.83 AT2 0.793 

AT3 0.763 

Algorithm 
Accountability 

AA1 0.77 
0.801 0.578 0.803 AA2 0.838 

AA3 0.662 

Algorithm 
Legitimacy 

AL1 0.831 
0.813 0.595 0.814 AL2 0.753 

AL3 0.726 
Perceived 

Algorithmic 
Fairness 

PAF1 0.756 
0.816 0.598 0.817 PAF2 0.808 

PAF3 0.755 

Satisfaction 
SAT1 0.772 

0.814 0.595 0.815 SAT2 0.788 
SAT3 0.753 

Recommendation 
REC1 0.731 

0.838 0.625 0.832 REC2 0.894 
REC3 0.735 

Note. AVE: average variance extracted; CR: composite reliability. 
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Table 3. Discriminant validity. 

 AT AA AL PAF SAT REC 
AT 0.787      
AA 0.513** 0.76     
AL 0.515** 0.525** 0.771    

PAF 0.469** 0.446** 0.483** 0.773   
SAT 0.336** 0.330** 0.352** 0.527** 0.771  
REC 0.364** 0.339** 0.354** 0.549** 0.542** 0.791 

Note. Diagonal numbers are AVE square root; AT: Algorithm Transparency; AA: Algorithm Accountability; AL: 
Algorithm Legitimacy; PAF: Perceived Algorithmic Fairness; SAT: Satisfaction with AI-Driven Financial 
Inclusion; REC: Recommendation of AI-Driven Financial Inclusion. 

The Harman one-factor test involves conducting an exploratory factor analysis on all relevant 
variables without rotation. Our analysis results reveal the emergence of one factor that explains only 
39.116% of the total variance, which is well below the critical threshold of 50% that would indicate 
problematic common method bias. Consequently, we can reasonably conclude that our data are not 
substantially affected by common method bias. This finding enhances the validity of our results and 
mitigates concerns about systematic measurement error influencing the observed relationships 
between constructs in our study. 

5.2. Structural Model 

We evaluated the structural model to validate the relationships between constructs in the 
research model. The analysis revealed all paths were positive and significant at the 0.05 level, with 
Table 4 presenting standardized path coefficients, significance levels, and explanatory power (R²) for 
each construct. The R² values for perceived algorithmic fairness (30.7%), satisfaction with AI-driven 
financial inclusion (37.8%), and recommendation of AI-driven financial inclusion (52.5%) indicated 
acceptable levels of explanation. Our findings supported all hypotheses: algorithm transparency (β = 
0.28, p < 0.001), accountability (β = 0.239, p < 0.001), and legitimacy (β = 0.383, p < 0.001) positively 
influenced perceived algorithm fairness, collectively explaining 30.7% of its variance (H1-H3). 
Perceived algorithm fairness significantly affected users' satisfaction (β = 0.572, p < 0.001, R² = 37.8%) 
and recommendation (β = 0.47, p < 0.001) of AI-driven financial inclusion services (H4-H5). 
Additionally, users' satisfaction positively impacted their recommendation of these services (β = 
0.276, p < 0.001), with perceived fairness and satisfaction jointly explaining 52.5% of the variance in 
recommendations (H6). 

Figure 2 presents a visual representation of the standardized path coefficients and the 
significance levels for each hypothesis. And, the structural model demonstrated acceptable fit, with 
detailed hypothesis testing results and model fit indices presented in Tables 4 and 5. 

 

Figure 2. Standardized path coefficients and the significance levels for each hypothesis. 
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Table 4. Hypothesis test results. 

Hypotheses Path β p-Value R2 Remarks 
H1 AT → PAF 0.28 <0.001 

30.7% 
Supported 

H2 AA → PAF 0.239 <0.001 Supported 
H3 AL → PAF 0.383 <0.001 Supported 
H4 PAF → SAT 0.572 <0.001 37.8% Supported 
H5 PAT → REC 0.47 <0.001 52.5 Supported 
H6 SAT → REC 0.276 <0.001 Supported 

Note. AT: Algorithm Transparency; AA: Algorithm Accountability; AL: Algorithm Legitimacy; PAF: Perceived 
Algorithmic Fairness; SAT: Satisfaction with AI-Driven Financial Inclusion; REC: Recommendation of AI-Driven 
Financial Inclusion. 

Table 5. Model fit. 

Fit Indices X2//df GFI AGFI NFI CFI PGFI RMR RMSEA 
Recommended value <3.0 >0.9 >0.8 >0.9 >0.9 >0.6 <0.08 <0.08 

Actual value 2.664 0.952 0.931 0.947 0.966 0.668 0.027 0.05 

5.3. Mediating Effect of Perceived Algorithmic Fairness between Ethical Considerations, Users’ Satisfaction, 
and Recommendation 

The mediating effect of value alignment was analyzed using the PROCESS macro in SPSS, 
extending the basic linear regression model by introducing a mediator variable. Our study results, 
presented in Table 6, indicate a significant mediating effect when the 95% confidence interval does 
not include zero. We employed a three-step approach: first testing the relationship between 
independent (X) and dependent (Y) variables, then examining the relationship between X and the 
mediating (M) variable, and finally assessing the combined effect of X and M on Y. This process 
determines whether full or partial mediation occurs based on the relative magnitudes of the 
coefficients (β11, β21, β31). In this study, we investigated the mediating role of perceived algorithm 
fairness in the relationships between ethical considerations of AI-driven financial inclusion services 
and users' satisfaction and recommendation. Our findings demonstrate that perceived algorithm 
fairness positively mediated both the relationship between ethical considerations and users' 
satisfaction with AI-driven financial inclusion services, and the relationship between perceived 
algorithm fairness and users' recommendation of these services. These results highlight the crucial 
role of perceived fairness in shaping user attitudes and behaviors towards AI-driven financial 
inclusion services, emphasizing its importance in the ethical implementation and user acceptance of 
such technologies. 

Table 6. Mediating effect of perceived algorithmic fairness. 

Path Mediating Effect 
Bootstrap95%CI 

LLCI ULCI 
AT → PAF → SAT 0.2134*** 0.1478 0.2861 
AA → PAF → SAT 0.2267*** 0.1569 0.3018 
AL → PAF → SAT 0.2129*** 0.145 0.2819 
AT → PAF → REC 0.2131*** 0.1468 0.2838 
AA → PAF → REC 0.2313*** 0.1585 0.31 
AL → PAF → REC 0.2196*** 0.1511 0.2919 

Note. The lower bound and the upper bound of the confidence interval (95% CI) does not contain 0 indicates the 
mediator has a significant mediating effect between X and Y. ***p < 0.001. 

6. Discussion and Implications for Research and Practice 

6.1. Discussion of Key Findings 
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Through the lens of organizational justice theory and the heuristic-systematic model, this study 
examines the impact of ethical considerations on user perceptions, satisfaction, and recommendation 
behavior in AI-driven financial inclusion services. We adopt an ethics-centered approach to assess 
the effects of algorithm transparency, accountability, and legitimacy on perceived algorithmic 
fairness, user satisfaction, and service recommendation likelihood. This framework utilizes ethical 
considerations as key determinants of user experience in AI-driven financial inclusion services. 
Moreover, we posit that perceived algorithmic fairness serves as a crucial psychological mediator 
between these ethical considerations and user response (satisfaction and recommendation). By 
investigating these relationships, our study aims to enhance understanding of how ethical 
considerations shape user perceptions and behaviors in the rapidly evolving domain of AI-driven 
financial services. This research contributes to the growing body of knowledge at the intersection of 
AI ethics, user experience, and financial inclusion, offering valuable insights for both practitioners 
and policymakers in this field. 

This study's findings align with existing research that underscores the importance of algorithmic 
fairness, accountability, and transparency as key determinants of individual behavior in the context 
of AI technology [33,45]. To the best of our knowledge, this research represents the first empirical 
investigation into ethical considerations within the domain of AI-driven financial inclusion and their 
impact on user responses. Our study uniquely highlights the mediating role of perceived algorithmic 
fairness, offering a novel perspective on the relationship between users' ethical perceptions of 
algorithms and their subsequent satisfaction with and recommendation of these services. This 
approach contributes to a more nuanced understanding of the interplay between AI ethics and user 
experience in the context of financial inclusion technologies. 

The results of this study yield several significant findings and contributions to the field. Firstly, 
our results demonstrate that ethical considerations (algorithm transparency, accountability, and 
legitimacy) in AI-driven financial inclusion are strong predictors (β = 0.28, 0.239, 0.383; p < 0.001) of 
perceived algorithm fairness. This aligns with and extends previous research findings [31] in the 
context of AI-driven technologies. Secondly, our findings reveal that perceived algorithm fairness 
significantly predicts both users' satisfaction and their likelihood to recommend AI-driven financial 
inclusion services (β = 0.572, 0.47; p < 0.001). This provides a valuable contribution to the existing 
literature [47,48], as few studies have empirically addressed this issue in the context of AI-powered 
financial inclusion, despite growing interest in AI ethics. Thirdly, we found that perceived algorithm 
fairness positively mediates the relationship between ethical considerations and user responses. This 
suggests that ethical considerations are crucial factors affecting users' perceived algorithm fairness in 
AI-driven financial inclusion, which in turn influences users' satisfaction and recommendation 
behavior. 

Our research contributes to the literature by demonstrating the value of an ethics-centered 
approach to AI-driven financial inclusion, developing constructs to measure ethical considerations, 
and empirically validating the role of perceived algorithmic fairness as a psychological mediator. 
This study provides a foundation for further research into the ethical aspects of AI-driven financial 
inclusion and offers valuable insights for service providers and policymakers. It highlights the 
importance of ethical considerations in designing and implementing AI-driven financial inclusion 
services to enhance user satisfaction and promote wider adoption. 

6.2. Implications for Research 

This study contributes several theoretical implications for existing AI technology and financial 
inclusion research. Firstly, this research broadens the application of organizational justice theory [26] 
beyond traditional settings and into the realm of digital finance. By demonstrating the relevance of 
justice principles in understanding user perceptions of algorithmic fairness in AI-driven financial 
services, we extend the theory's scope and applicability. This aligns with the growing need to 
understand fairness in technological contexts, as highlighted by recent work on algorithmic fairness 
[63,64]. Our empirical validation of perceived algorithmic fairness as a mediator between ethical 
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considerations and user responses contributes to this literature, offering insights into how fairness 
perceptions influence user behavior in AI-driven systems. 

Furthermore, our findings reinforce the importance of the heuristic-systematic model [65] in 
explaining how users process information about AI systems. The significant impact of ethical 
considerations on perceived algorithmic fairness supports the idea that users employ both heuristic 
and systematic processing when evaluating AI-driven services. This extends our understanding of 
user cognitive processes in the context of complex technological systems. 

Our research also bridges a crucial gap between AI ethics literature [66] and user experience 
studies in Fintech [7,67]. By providing a holistic framework that connects ethical considerations, user 
perceptions, and behavioral outcomes in AI-driven financial services, we offer a more comprehensive 
approach to studying these interconnected aspects. This addresses the need for interdisciplinary 
research in the rapidly evolving field of AI-driven financial technology. By providing concrete 
evidence of how ethical considerations in AI design can influence user perceptions and behaviors in 
the critical area of financial inclusion, we contribute to the growing body of literature on AI's broader 
societal implications [68,69]. This work helps to ground theoretical discussions about AI ethics in 
empirical reality, offering valuable insights for both researchers and practitioners working to ensure 
that AI technologies are developed and deployed in socially beneficial ways. 

Lastly, the significant relationship we found between perceived algorithmic fairness and user 
satisfaction/recommendation behavior aligns with and extends previous work [47]. Our results 
suggest that ethical considerations could be incorporated into these frameworks, particularly for AI-
driven services. This provides a more nuanced understanding of the factors influencing technology 
adoption in ethically sensitive contexts. 

6.3. Implications for Practice 

In addition to theoretical implications, several practical implications emerge for stakeholders in 
the AI-driven financial inclusion sector. First, financial service providers and AI developers should 
prioritize ethical considerations in the design and implementation of AI-driven financial inclusion 
services. This includes focusing on algorithm transparency, accountability, and legitimacy. By 
embedding these ethical principles into their systems from the outset, companies can enhance user 
trust and satisfaction, potentially leading to higher adoption rates and customer loyalty. 
Organizations should strive to make their AI algorithms more transparent to users, providing clear, 
understandable explanations of how AI systems make decisions, particularly in areas such as loan 
approvals or credit scoring. Implementing user-friendly interfaces that offer insights into the 
decision-making process can help build trust and improve user perceptions of fairness. 

Second, Financial institutions should develop robust accountability frameworks for their AI 
systems, including regular audits of AI decision-making processes, clear channels for users to contest 
decisions, and mechanisms to rectify errors or biases identified in the system. To enhance perceptions 
of algorithm legitimacy, organizations should ensure their AI systems comply with relevant 
regulations and industry standards. They should also actively engage with regulatory bodies and 
participate in the development of ethical guidelines for AI in financial services. Communicating these 
efforts to users can further reinforce the legitimacy of their AI-driven services. 

Third, Developers and providers should adopt a user-centric approach in designing AI-driven 
financial inclusion services. This involves conducting regular user surveys, focus groups, and 
usability tests to understand user perceptions of algorithmic fairness and to identify areas for 
improvement in the user experience. Additionally, financial service providers should invest in 
training programs for their staff to understand the ethical implications of AI in financial inclusion. 
This knowledge can then be translated into better customer service and more informed interactions 
with users, potentially improving overall satisfaction and trust in the services. Organizations should 
implement comprehensive fairness metrics and monitoring systems for their AI algorithms. Regular 
assessment and reporting on these metrics can help identify potential biases or unfair practices early, 
allowing for timely interventions and adjustments to maintain high levels of perceived fairness. 
Service providers should also develop personalized communication strategies to explain AI-driven 
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decisions to users, especially when those decisions might be perceived as unfavorable. Clear, 
empathetic, and individualized explanations can help maintain user trust and satisfaction, even in 
challenging situations. 

Lastly, Financial institutions, technology companies, and regulatory bodies should collaborate 
to establish industry-wide standards for ethical AI in financial inclusion. This could include 
developing shared guidelines for algorithm transparency, accountability, and fairness, which can 
help create a more consistent and trustworthy ecosystem for users. Furthermore, organizations 
should conduct regular assessments of the long-term impacts of their AI-driven financial inclusion 
services on user financial health and overall well-being. This can help ensure that the services are 
truly beneficial and align with the broader goals of financial inclusion and ethical AI deployment. 

7. Limitations and Future Research Directions 

Based on our findings and discussions, several limitations of the current study and potential 
directions for future research can be identified. The sample characteristics, focused on users of AI-
driven financial inclusion services in a specific geographic context, may not fully represent the 
diverse global population that could benefit from such services. The cross-sectional design of our 
study limits our ability to infer causality and observe changes in perceptions and behaviors over time. 
Additionally, while we focused on algorithm transparency, accountability, and legitimacy, there may 
be other ethical dimensions relevant to AI-driven financial inclusion that were not captured in our 
study. 

To address these limitations and further advance the field, we propose several directions for 
future research. Longitudinal studies could track changes in user perceptions, satisfaction, 
recommendation behavior, and other responses over time, providing insights into how ethical 
considerations and perceived fairness evolve as users become more familiar with AI-driven financial 
services. Cross-cultural comparisons could reveal how cultural values and norms influence 
perceptions of algorithmic fairness and ethical considerations in AI-driven financial inclusion. Future 
studies could also explore additional ethical dimensions, such as privacy concerns, data ownership, 
or the potential for algorithmic discrimination based on protected characteristics. Experimental 
designs could help establish causal relationships between specific ethical design features and user 
perceptions or behaviors, providing more concrete guidance for designing ethical AI systems in 
financial services. 

On the other hand, expanding the research to include perspectives from other stakeholders, such 
as regulators, policymakers, and AI developers, could offer a more comprehensive understanding of 
the challenges and opportunities in implementing ethical AI in financial inclusion. Finally, 
investigating the role of user education and AI literacy in shaping perceptions of algorithmic fairness 
and ethical considerations could provide insights for developing effective user education programs. 
Studies exploring how different regulatory approaches to AI in financial services influence user 
perceptions, provider behaviors, and overall market dynamics could inform policy development in 
this rapidly evolving sector. 

Appendix Measurement Items 

Constructs Measurements Source(s) 

Algorithm 
Transparency 

The criteria and evaluation processes of AI-driven financial inclusion 
services are publicly disclosed and easily understandable to users. 

Shin (2021); 
Liu and Sun 

(2024) 

The AI-driven financial inclusion services provide clear explanations 
for its decisions and outputs that are comprehensible to affected 
users. 
The AI-driven financial inclusion services provide insight into how 
its internal processes lead to specific outcomes or decisions. 

Algorithm 
Accountability 

The AI-driven financial inclusion services have a dedicated 
department responsible for monitoring, auditing, and ensuring the 
accountability of its algorithmic systems. 

Liu and Sun 
(2024) 
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The AI-driven financial inclusion services are subject to regular 
audits and oversight by independent third-party entities, such as 
market regulators and relevant authorities. 
The AI-driven financial inclusion services have established clear 
mechanisms for detecting, addressing, and reporting any biases or 
errors in its algorithmic decision-making processes. 

Algorithm 
Legitimacy 

I believe that the AI-driven financial inclusion services align with 
industry standards and societal expectations for fair and inclusive 
financial practices. 

Shin (2021) 
I believe that the AI-driven financial inclusion services comply with 
relevant financial regulations, data protection laws, and ethical 
guidelines for AI use in finance. 
I believe that the AI-driven financial inclusion services operate in an 
ethical manner, promoting fair access to financial services without 
bias or discrimination. 

Perceived 
Algorithmic 

Fairness 

I believe the AI-driven financial inclusion services treat all users 
equally and does not discriminate based on personal characteristics 
unrelated to financial factors. Shin (2021); 

Liu and Sun 
(2024) 

I trust that the AI-driven financial inclusion services use reliable and 
unbiased data sources to make fair decisions. 
I believe the AI-driven financial inclusion services make impartial 
decisions without prejudice or favoritism. 

Satisfaction with 
AI-Driven 
Financial 
Inclusion 

Overall, I am satisfied with the AI-driven financial inclusion services 
I have experienced.  

Shin and 
Park (2019) 

The AI-driven financial inclusion services meet or exceed my 
expectations in terms of accessibility, efficiency, and fairness.  
I am pleased with the range and quality of services provided through 
AI-driven financial inclusion platforms. 

Recommendation 
of AI-Driven 

Financial 
Inclusion 

I will speak positively about the benefits and features of AI-driven 
financial inclusion services to others. 

Mukerjee 
(2020) 

I would recommend AI-driven financial inclusion services to 
someone seeking my advice on financial services. 
I will encourage my friends, family, and colleagues to consider using 
AI-driven financial inclusion services. 
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