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Abstract: Civic participation is of great significance to urban management decision-making. In order 

to facilitate citizens to participate in city management decision-making, this paper proposes a large-

scale group decision-making (LSGDM) method based on multi-granular probabilistic linguistic 

preference relations (MG-PLPRs). First, each decision maker selects a language terms set from the 

multi-granularity language terms set to represent individual preference relations and the MG-

PLPRs are obtained by statistical calculation to represent sub-group’s preferences information. 

Then, an optimization model based on the expected consistency of PLPR and consensus measure of 

groups is established to achieving consensus reaching processes, which can ensure satisfactory 

individual consistency and group consensus. Finally, the validity and applicability of the proposed 

method is verified by a case of a city “shared garden” site selection with the participation of citizens. 

Keywords: Large-scale group decision-making; Public participation; Multi-granular probabilistic 

linguistic preference relations; Consensus reaching process 

 

1. Introduction 

Urban development and management cannot be separated from the participation of the masses. 

The people often have a unique insight into urban development and have a more personal experience. 

The opinions and suggestions of the people are the reference basis for decision-making. Previous 

studies have suggested that public projects should consider public participation, especially those that 

directly serve the public, such as education, health care, transportation, etc. [1,2]. Thomas [3] believed 

that the information transmitted by the participation of citizens or citizen groups is more practical 

for the decision-making of public projects, conducive to improving the quality of decision-making. 

As a consequence, the formulation and implementation of public project plans need the participation 

and interaction of stakeholders, especially the feedback of stakeholders on decision-making, which 

is an important condition for the effective promotion of public projects [4]. The decision-making of 

public participation can be regarded as the large-scale group decision-making (LSGDM) problems 

[5,6]. A number of LSGDM methods have been proposed and applied in various fields, for example 

mobile health applications app selection [7], water resource management [8], healthcare construction 

projects [9], etc. Existing related studies have made significant contributions to LGDM researches. 

However, in the existing studies, LSGDM method is rarely applied in people’s livelihood decision-

making, which ignores the importance of public participation in decision-making in urban 

development and in-depth analysis of group heterogeneity. Consequently, this study establishes a 

LSGDM method with public participation. 

Although the existing studies of LSGDM are very useful, there are still some problems that need 

to be addressed in solving practical decision problems.  

(1) The existing research on LSGDM rarely considers the large-scale contexts in which hundreds or 

thousands of decision-makers (DMs). 
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Previous studies consider just 20–50 DMs, whereas nowadays real-world decision situations 

may require much bigger groups (e.g., hundreds or thousands of DMs) [10]. Thus, in order to solve 

real-world problems, LSGDM methods that allow a large number of DMs to participate should be 

established. The first key question is what representation tools are available to a large number of 

DMs. In the existing LSGDM models, DMs use essentially three types of information to represent 

their preferences, namely, numeric, linguistic and heterogeneous [10]. For complex LSGDM 

problems, a large number of DMs are not convenient to provide accurate numerical evaluation 

information, and they prefer to provide verbal information (e.g., linguistic term sets) in line with 

human expression habits [11]. Considering the diversity and heterogeneity of the experience and 

knowledge of a large number of DMs, the use of multi-granular linguistic information is 

recommended [12–16]. Therefore, the solution to the first question is to provide the DMs with 

multiple granularity linguistic term sets.  

On the other hand, most of the previous studies were based on the preference relations provided 

by DMs. However, for thousands of DMs, this method is very cumbersome and greatly reduces its 

feasibility in practical problems. What is more important, for a large number of DMs (such as city 

dwellers), or even thousands of decision makers, using PLPRs [17] is more feasible and manipulative. 

Thanks to PLPR, it can be used to characterize the preference relations of groups or subgroups [18]. 

Specifically, each decision maker gives the preference of pair comparison, and then obtains PLPR 

through statistical calculation to characterize the preference relationship of subgroups to alternatives. 

In contrast to the cluster analysis that has been studied, statistical calculation is more feasible for 

thousands of decision makers. Therefore, the multi-granularity probabilistic linguistic preference 

relations (MG-PLPRs) are used to represent the preference relations of various subgroups in this 

paper. 

(2) From the perspective of preference information loss, there is currently no LSGDM framework 

specifically targeting consensus reaching process (CRP) in the context of multi-granular linguistic 

information. 

CRP is an important issue that is widely considered in LSGDM problems, because some real-

world situations require agreement among a large number of DMs. Previous studies have shown that 

feedback mechanism is effective in improving group consensus for a small number of participants 

[19–22]. In recent years, a large body of literature in decision-making research focuses on CRP of 

LSGDM problems. Rodríguez et al. [23] established a new cohesion measure for hesitant fuzzy 

linguistic term set (HFLTS) to measure the experts’ sub-group cohesiveness, based on which, a new 

cohesion-driven CRP approach to deal with LSGDM based on HFLTS. Gou et al. [24] developed a 

consensus reaching process with LSGDM based on double hierarchy hesitant fuzzy linguistic 

preference relations. Wan et al. [25] developed a personalized individual semantic based CRP with 

PLPRs in LSGDM and several minimum preference adjustment models were established to carry out 

CRP. Gai et al. [26] proposed a decentralized feedback based CRP with limited compromise behavior 

considering subgroups. Zhou et al. [27] proposed a three-level recognition and adjustment 

mechanism based on distribution linguistic preference relation. The trust relationship, consensus 

degree and reliability of individual judgment are dealt with comprehensively to narrow the 

differences of opinions. The most relevant literature in this study is the CRP studies in LSGDM based 

on multi-granularity linguistic information. Song and Li [28] constructed a automatic iteration CRP 

with MG-PLPRs. Liu et al. [29] proposed a two-stage CRP in LSGDM with MG-PLPRs, including both 

within-cluster and across-cluster CRP.  

Depending on the implementation of different consensus rules, CRP models can be divided into 

two types, i.e., identification-direction consensus rules and optimization-based CRP models [30]. 

Despite the classical consensus model in which the facilitator assumes control of the CRP and 

provides advice to DMs [31,32], both facilitator and feedback mechanisms are obsolete in 

environments involving hundreds or thousands of DMs because they are too time-consuming and 

not feasible in practice. Therefore, in the context of LSGDM, the classical consensus model as an 

iterative discussion process should be replaced by automated algorithms that do not involve 

discussion rounds, moderators, or approval of DMs to change their opinions [10]. Considering the 
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preference losses and consensus costs, automatic-optimization models [33–35] are presented to 

improve the consensus reaching efficiency. Moreover, Zhang et al. [36] conducted a comprehensive 

comparative study of existing consensus reaching models, showing that optimization-based CRP 

lead to less loss of preference information. Based on which, we establish an automatic-optimization 

model to carry out CRP in this study. 

Based on the above inspirations, this study constructs a LSGDM method based on multi-

granularity probabilistic linguistic preference relations to study the decision-making issues of 

people’s livelihood such as the formulation and implementation of public projects with public 

participation. First, each DM provides their opinions through the multi-granularity linguistic 

preference relations, and the subgroup’s preferences information based on the MG-PLPRs are obtained 

through statistical calculation. Then, we build an optimization model-based CRP with MG-PLPRs. 

Finally, a city “shared garden” location problem is solved based on our method, which further verifies 

the practicability of the established LSGDM method based on MG-PLPRs.  

The rest of this paper is organized as follows. Section 2 reviews some basic knowledge about 

multi-granular linguistic information, LPR and PLPR. In Section 3, a LSGDM method with public 

participation based on MG-PLPRs is presented. In Section 4, a case study of urban management is 

solved and the method of this paper is compared with the previous studies. The concluding remarks 

are contained in section 5. 

2. Preliminaries 

In this section, multi-granular linguistic information, LPR and PLPR are reviewed. 

2.1. Representation Model for Language and Multi-Granular Linguistic Information 

2.1.1. Representation Model for Language 

The set of widely used language terms has the following characteristics :1) the granularity of 

odd values; 2) membership functions are symmetrical and evenly distributed; 3) the median value of 

the language term set is “no difference”, and the remaining language terms are placed symmetrically 

and evenly on both sides of it. Let  0 1= , , , gS s s s  be a linguistic term set with odd granularity 1g 

. Moreover, the term set S should satisfy the following features [37]: 1) A negation operator: 

 i g iNeg s s  ; 2）An order: i js s  if i j . 

In order to retain all the given information, Xu [38] further extended the discrete language item 

set S  to a continuous language item set S  as follows: 

  ,S s q q    ,                                          (1) 

where  q q   is a sufficiently large positive integer. Besides, the operational laws for ,s s S    

as follows: 

s s s s s         , s s   .                                 (2) 

Moreover, a subscript function  I  and its inverse function  1I    are defined as follows: 

 I s  ,  1I s  .                                          (3) 

2.1.2. Multi-Granularity Language Representation Model 

When a large number of decision makers participate in the decision-making process, decision 

makers show heterogeneity. In order to better facilitate the representation of preference information 

by heterogeneous decision makers, multi-granularity language term sets are used to provide their 

preference expression for alternatives. If the decision maker has the ability to provide precise 

information, he/she may use a more fine-grained set of language terms. Instead, decision makers may 

use a coarse-grained set of language terms [39,40]. For example 
     1 2, , ,g g g rS S S   be multi-
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granular linguistic term sets, where
     

 
  0 1 1

, , ,g h g h g h g h

g h
S s s s


  ,   1,2, ,h r   is a linguistic term 

set with a granularity of  g h  .  

2.2. Preference Relations: LPR and PLPR and Their Definitions of Consistency 

Definition 1 [41].  = ij n n
A a


 is called an LPR if the following conditions hold  

     
2

,  ,ij ji g ii ga a s a s i j N   , ,                                       (4) 

where  0 1, , , gS s s s   is a given linguistic scale set and ija  indicates the preference degree for 

the alternative ix over jx . If 
2

ij ga s indicates that ix  is preferred to jx ; otherwise, vice versa. 

Specially, 
2

ij ga s indicates indifference between ix and jx .  

Moreover, Jin et al. [41] proposed the definition of additive consistent of LPR as follows: 

Definition 2. For an LPR  ij n nB b


  , there exists a weight vector   1 2, , ,
T

nw w w w   with 

1
1,  0

n

i ii
w w


    and satisfies the following equation,  0 1, , , gS s s s   

     1 ,  , 1,2, ,
2

ij i j

g
I b w w i j n      .                                  (5) 

then  ij n nB b


  could be defined an additive consistent LPR. 

PLPR was first proposed by Zhang et al. [42], as follows: 

Definition 3. Let PLPR be represented by a matrix    , , 1,2, ,ij n n
B L p X X i j n


     . 

    , , 1,2, ,#ij ij k ij k ijL p L p k L   are PLTSs based on the given linguistic scale set

 0 1, , , gS s s s  , where
#

, ,1
0,  1ijL

ij k ij kk
p p


  , and  # ijL p is the number of linguistic terms in 

 ijL p . # ijL  is expressed as the preference degrees of the alternative ix  over jx  and satisfies the 

following conditions: 

        , , , ,
2

,  ,  1 ,  # #ij k ji k ij k ji k ii g ij jip p I L I L g L p s L L     ,              (6) 

, , 1 , , 1,  ,   ij k ij k ji k ji kL L L L i j    ,                                          (7) 

where ,ij kL  and ,ij kp  are the kth  linguistic term and the occurrence probability of the kth  

linguistic term in  ijL p , respectively. 

Remark 1: PLTS would be used to represent a group’s language assessment. Suppose the risk 

assessment of an investment project is assessed by five decision makers using a set of language terms

 5 5 5 5
0 1 4, , ,S s s s  . If the assessment results of the five decision makers are 5 5 5 5 5

1 2 1 3 2, , , ,s s s s s , then the 

group evaluation result can be expressed as a PLTS       5 5 5
1 2 30.4 , 0.4 , 0.2s s s . 

Definition 4 [18]. Let       1,2, ,#k kL p L p k L p   be a PLTS, its expected value can be defined 

as follows: 

    
 #

1

L p

k k
k

E L p e I L p


   ,                                           (8) 

where  #L p is the number of possible elements in  L p . 

Based on the additive consistency of LPR, the expected additive consistency of PLPR is 

presented as follows: 

Definition 5. Let   , , 1,2, ,ij n n
H h X X i j n


      be a PLPR for alternative  1 2, , , nX x x x 

based on the given linguistic term set  0 1, , , gS s s s  , where   , , 1,2, ,#ij ij k ij k ijh h p k h    is a 
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PLTS expressed as the preference degrees of alternative ix over jx , then H is the expected additive 

consistency if             ,  , ,ij jk ki ik kj jie h e h e h e h e h e h i j k N       , which can be expressed as 

follows: 

     
#

, ,
1

1 ,  , 1,2, ,
2

ijh

ij ij k ij k i j
k

g
e h I h p w w i j n



       .                           (9) 

where 1, 2, , # ijk h   and # ijh is the number of possible linguistic terms in ijh . 

3. LSGDM with Public Participation Based on MG-PLPRs 

In this section, a LSGDM method with public participation based on MG-PLPRs is presented. 

First, the expected additive consistency of PLPR is introduced. Then, the weight vectors of 

alternatives from sub-groups are aggregated by means of weighted averaging (WA) operator to 

obtain collective priority weight vector and then group consensus degree is constructed. An 

optimized model-based CRP is established. Finally, a step by step procedure of the LSGDM with MG-

PLPRs is presented. 

In this paper, a LGDM method based on MG-PLPRs could be handled where DMs 

 1,2, ,kd k l   would give preference relationship to alternatives  1 2, , , nX x x x  by means of 

multi-granular linguistic term sets  0 1 1, , ,k k k k
kS s s s   . Let    0 1 1, , ,

kk k k k k
ij kn n

H h S s s s 
     

and    0 1 1, , ,
kk k k k k

ij k
n n

H h S s s s 


     be initial PLPRs and the adjusted PLPRs, respectively. 

Besides, let  1,2, , ; 1,2, ,
k

iw i n k r    be the priority weights of alternatives  1 2, , , nX x x x 

based on the adjusted PLPRs  
kk

ij
n n

H h


 and  1,2, , ; 1,2, ,
c

iw i n k r   be the final priority 

weights of alternatives. 

3.1. Consistency of PLPR  

Assume that a PLPR  ij n nH h


  is given based on the multi-granular linguistic term set

 1 2
0 1 1, , ,k k

kS s s s   . Then, based on the definition 5 given in Section 2, we can get the following 

equivalence relation 

         1
1 1 1 1 2 0

2
ij i j i j ij

k
e h w w k w k w k e h


           .                (10) 

In GDM, the distance function is usually used to measure the information deviation between 

opinions. Euclidean distance and Manhattan distance are the most widely used and are the basis for 

many distance functions. In most consensus models [36], the Manhattan distance is widely used to 

measure information bias between preference relationships, so we also used the same distance 

measure in this study. 

According to the Eq. (10), consistency level (CI) of PLPR is proposed as following 

     1 1 1 2i j ijCI k w k w k e h       .                       (11) 

The larger the value ofCI , the more consistent PLPR. Based on the Equation (11), the PLPR is 

perfectly consistent when 1CI  . However, in the actual decision-making process, the PLPR 

provided by the decision maker is difficult to be completely consistent. So, a consistency threshold, 

denoted byCI , needs to be set at the beginning of the decision-making. 

3.2. Determination of Subgroup Weight 

In this paper, depending on the granularity of the linguistic term set used by the decision maker, 

it is automatically divided into different subgroups. That is, decision makers who use the same 

granular linguistic term set are grouped into a subgroup. 
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The importance of public involved in decision-making can be divided into two categories: equal 

importance and different equal importance. In the case of unequal weight of decision makers, it can 

be weighted according to factors such as the prestige, experience and position of decision makers, 

that is, those who have rich experience, high prestige and high position should have high weight. 

Below, we give a rule for determining the weight of subgroups as follows. 

(1) It is assumed that n  decision makers have the same importance, in which case the weight 

of the subgroup from DMs  1,2, ,kd k l   who put to use the linguistic term set  1,2, ,kS k r 

is 

 k

l
u

n
                                      (12) 

(2) Let’s say there are n decision makers with different levels of importance. Let

 1 2, , ,
T

l     represent the personal importance of the DMs  1,2, ,kd k n  , where 0 1k 

, and
1

1
n

k
k




 . Then, the weight of the subgroup from DMs  1,2, ,kd k l   who use the linguistic 

term set  1,2, ,kS k r  is 

1

l

k k
k

u 


                                        (13) 

Example 1. Suppose there are 100 members of the public participating in a LSGDM problem, of which 

20, 50, and 30 use linguistic term set 
5 7 9, ,S S S respectively to represent the evaluation information. 

Then, the sub-group’s PLPRs are obtained as 1 5 2 7 3 9, ,H S H S H S    and the weights of 
1 2 3, ,H H H are 0.2, 0.5 and 0.3, respectively. 

3.3. Group Consensus Degree 

In GDM, collective preferences are obtained by fusing individual preferences with aggregation 

operators [43]. In this paper, weighted average (WA) operator is used to aggregate weight vectors of 

subgroups. Let  , 1,2, ,ku k r   be the weight vector of sub-group  ,  1,2, ,kS k r  . Thus, the 

final collective weights of alternatives are obtained by the following WA operator: 

 1 2

1

, , ,
rc r kk

i i i i i

k

w WA w w w u w


   .                                      (14) 

According to the expected multiplicative consistency of PLPR (i.e., Eq. (9)), the following 

equivalence relation holds 

   1
1

2

c c c

ij i j
k

e h w w


                                   (15) 

Based on the Manhattan distance, the group consensus degree (GCD ) is computed by 

 
   11 2

1 1 1

1
, , ,

k c

ij ijr n nr

k j i i

e h e h
GCD H H H

r k



   


    .                  (16) 

Moreover, the Eq. (16) can be converted to Eq. (17) according to Eq. (15) 

 
   11 2

1 1 1

1
1

1 2
, , ,

k c c

ij i jr n nr

k j i i

k
e h w w

GCD H H H
r k



   


  

                (17) 

The larger the  1 2
, , ,

r
GCD H H H , the higher the consensus level. In practice, a complete 

consensus  1 2
, , , 1

r
GCD H H H   is hard to come by. To deal with this issue, soft consensus [44] 

was used. A consensus threshold 0   is given up front. If  1 2
, , ,

r
GCD H H H  , the group 

consensus degree is acceptable. 
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3.4. An optimization Model-Based CRP with MG-PLPRs 

In order to preserve the original preferences as much as possible during the process of reaching 

consensus, we want to minimize the adjustment distance between the initial opinion of the decision 

maker and the adjusted individual opinion. In order to minimize the gap before and after adjustment, 

the optimization model is as follows: 

    

 

     
 
 

1

1 2

1 1

1 2

min ,

. . , , , ,            (18-1)   

1
 1 ,             (18-2)    

2

  ,  1,2, , ,                           (18-3)      

, , , ,   

m
kk k

k

r nc r kk
i

k i

c c c c

ij i j

k

k

u d e H e H

s t w WA w w w u w

k
e H e h w w

CI H k r

GCD H H H







 



 


   

 











1

1

                          (18-4)

 0 1, 1, 1, 2, ,                    (18-5)

0 1, 1, 1, 2, ,                     (18-6)  

n
k k

i i

i

nc c

i i

i

w w i n

w w i n


















   



   










.                      (18)  

In model (18), the objective function minimizes the distance between the initial preference matrix 

and the modified preference matrix. The collective priority weight values of alternatives can be 

obtained by means of constraint (18-1). Constraints (18-3) and (18-4) guarantee that the individual 

consistency level and group consensus level are acceptable, respectively. Here,  1,2, ,
k

H k r  , 

 1,2, , ;  1,2, ,
k

iw i n k r   , and  1,2, ,
c

iw i n   are decision variables. Further, the above 

model can be represented as follows   

     
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1 1 1
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1
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0 1, 1, 1,2, ,  

 0
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ijij

k j i i

r
c r kk
i i i i i

k

i j ij

k c c

ij i jr n n

k j i i

nk k

i i

i

c

i

u I e h I e h

s t w WA w w w u w

k w k w k e h i j n

k
e h w w

k r
r k

w w i n

w







   





   



 

 

       


  

 

   

 

  



  











1

1, 1, 1,2, ,           
n c

i

i

w i n















  


 

                    (19) 

In order to facilitate the solution of Model (19), we convert Model (19) into the following 

optimization model 

Theorem 1. By introducing a set of variables , ,k k k
ij ij ija b c , where      kk k

ijij ijI e h I e h a  ,

     1 1 1 2 k
i j ij ijk w k w k e h b       ,    1

1
2

k c c k
ij i j ij

k
e h w w c


    , and 

1,2, , ;  , 1,2, ,k r i j n   , then Model (19) can be equivalent transformed into the following 

model: 
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         (20) 

Proof: Constraints      kk k
ijij ijI e h I e h a   and      kk k

ijij ijI e h I e h a    guarantee that

     kk k
ijij ijI e h I e h a  . It is easy to see from the objective function that any feasible solution from 

constraint      kk k
ijij ijI e h I e h a   is not optimal. Thus, we have      kk k

ijij ijI e h I e h a  . Two 

constraints      1 1 1 2 1
k k k k
i j ij ijk w k w k e h b         and 

     1 1 1 2 1
k k k k
i j ij ijk w k w k e h b         guarantee that the inequality 

     1 1 1 2 k
i j ij ijk w k w k e h b          is true. Moreover, two constraints 

    1
k c c c k
ij i j i ije h w w k w c      and     1

k c c c k
ij i j i ije h w w k w c      ensure that 

    1
k c c c k
ij i j i ije h w w k w c      is true. Therefore, the following inequality holds 

   1 1

1 1 1 1 1 1

1
1

1 12

k c c

ij i j kr n n r n n
ij

h j i i h j i i

k
e h w w

c

r k r k


 

       


  

       . 

Therefore, Theorem 1 is proved.  

3.5. A step by Step Procedure of the LSGDM with Public Participation Based on MG-PLPRs 

The LSGDM method for public participation proposed in this paper is shown in Figure 1, and 

the specific steps are as follows： 
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 1, 2, ,kH k r 

 

Figure 1. Procedure of the LSGDM with MG-PLPRs. 

Step 1: On the basis of a given set of multi-granular linguistic term set  1 2
0 1 1, , ,k k

kS s s s   , each 

participant, based on their own experience and professional knowledge, gives the preference 

relationship of alternative solutions through pin-to-pair comparison, and obtains the preference 

information of subgroups through statistical calculation of the preferences of participants at each 

granularity, i.e., the PLPRs  1,2, ,k kH S k r   . 

Step 2: Automatic-optimization CRP process and obtain final collective priority weight vector 

of alternatives.  

Step 3: Sort the alternatives  1 2, , , nX x x x  in descending order based on the final collective 

priority weight vector. 

Step 4: End. 

4. Case studies and Comparative Analysis 

This section takes urban management decision-making as an example to verify the feasibility of 

the model proposed in this paper, and makes a comparative analysis with relevant literature. 

4.1. The siting of “Shared garden” 

The masses are not only participants in urban management, but also direct beneficiaries. Only 

by constantly paying attention to online public opinion and carefully listening to the people’s insights 
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on urban management can we build and manage cities well. A city prepares to build a “Shared 

garden”. The starting point of “Shared garden” is to give the choice to the people, and the people 

build the city. Citizens recommend their favorite plots, decide the design direction, participate in the 

construction of green space, and maintain and update the green space according to their own ideas. 

Let the construction of green space better meet the needs of citizens, let the shared garden become a 

carrier to enhance neighborhood relations, communicate and solve problems, and enjoy a happy life. 

The Municipal Housing and Construction Bureau organizes an expert group to conduct field 

visits and four alternative addresses ( 1,2,3,4)ix i   are recommended for the public to choose from. 

Step 1: Identify a representative participating public and get information about the public’s 

preferences 

Each sub-district office announced the announcement of voluntary participation in the shared 

garden site selection in the community owner group, and finally selected 100 representative owners 

through selection. Alternative preference information is obtained from 100 participants by means of 

a questionnaire. Each participant provides her/his preference information over each pair of 

alternatives  ,i jx x  , 1, 2,3,4i j   based on a paired comparison technology. Through statistical 

calculations, there are 20, 50, and 30 people who used 
5 7 9, ,S S S  respectively to characterize 

preference information. Then, the sub-group PLPRs of alternatives  1,2,3,4ix i   with multi-

granularity linguistic term sets 
5 7 9, ,S S S  are obtained and shown in Table 1-3, respectively. We 

assume that the participants involved in the decision are of equal importance, and according to the 

rule for determining the weights of the subgroups (i.e., Eq. (12)), the three subgroups correspond to 

multi-granularity linguistic term sets 
5 7 9, ,S S S are 1 2 30.2,  0.5,  0.3u u u   , respectively. 

 5 5 5 5 5 5
0 1 2 3 4: , :  , : , :  , :S s poor s slightly poor s fair s slightly good s good

, 

7 7 7 7
0 1 2 37

7 7 7
4 5 6

:  , :  , :  , : ,

:  , : , :  

s very poor s poor s slightly poor s fair
S

s slightly good s good s very good

  
  

   , 
9 9 9 9 9
0 1 2 3 49

9 9 9 9
5 6 7 8

:  , :   , : , :  , : ,

:  , : , :  , :  

s extremly poor s very poor s poor s slightly poor s fair
S

s slightly good s good s very good s extremly good

  
  
   . 

Table 1. PLPRs 1H  based on 
5S . 

 
1x  2x  3x  4x  

1x    5
2 1s        5 5 5

1 3 40.2 , 0.6 , 0.2s s      5 5
2 30.5 , 0.5s s        5 5 5

1 2 30.2 , 0.6 , 0.2s s s  

2x  \   5
2 1s      5 5

1 30.4 , 0.6s s        5 5 5
1 2 30.5 , 0.2 , 0.3s s s  

3x  \ \   5
2 1s      5 5

1 20.7 , 0.3s s  

4x  \ \ \   5
2 1s  

Table 2. PLPRs 2H  based on 
7S . 

 
1x  2x  3x  4x  

1x    7
3 1s        7 7 7

2 3 40.3 , 0.4 , 0.3s s s      7 7
4 50.7 , 0.3s s          7 7 7 7

2 3 4 50.4 , 0.2 , 0.3 , 0.1s s s s  

2x  \   7
3 1s        7 7 7

3 4 50.6 , 0.2 , 0.2s s s        7 7 7
1 2 30.3 , 0.5 , 0.2s s s  

3x  \ \   7
3 1s        7 7 7

0 1 20.2 , 0.2 , 0.6s s s  

4x  \ \ \   7
3 1s  

Table 3. PLPRs 3H  based on 
9S . 

 
1x  2x  3x  4x  

1x    9
4 1s          9 9 9 9

3 4 5 60.2 , 0.5 , 0.2 , 0.1s s s s        9 9 9
5 6 70.7 , 0.2 , 0.1s s s          9 9 9 9

2 3 4 50.1 , 0.3 , 0.2 , 0.4s s s s  
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2x  \   9
4 1s      9 9

4 50.5 , 0.5s s        9 9 9
2 3 40.5 , 0.3 , 0.2s s s  

3x  \ \   9
4 1s        9 9 9

1 2 30.1 , 0.3 , 0.6s s s  

4x  \ \ \   9
4 1s  

Step 2: Implement the group consensus process 

Based on the PLPRs of sub-groups from Tables 1-3, we build the optimization model according 

to Eq. (20) and then obtain the final priority weight values of alternatives by mean of MATLAB tool 

as follows: 

(0.3885,0.1594,0.0385,0.4135)
c
w  . 

Step 3: Ranking of alternate addresses 

According to the final priority weight values of alternatives, the order of alternatives is obtained 

as 4 1 2 3x x x x   . Therefore, alternative 4x  is the best location. 

4.2. Comparative Analysis 

(1) Compared with the methods based on Operator 

Below, we use the traditional processing methods based on ELH method [45] and DAWA 

operators [46] to process the case problem from Section 4.1 as follows: 

Step 1: the ELH approach is used to unify multi-granular linguistic information. 

Step 2: The collective preference matrix is obtained by DAWA operator based on 

 0.2,0.5,0.3
T

u  and then the expectation of collective decision matrix  cE H  is obtained based on 

the Definition 5 [47], which is presented in Table 4. 

Table 4. Collective expected decision matrix  cE H . 

 
1x  2x  3x  4x  

1x   25
12 ,0s   25

11 ,0.16s   25
16 ,0.46s   25

12 ,0.11s  

2x   25
13 , 0.16s    25

12 ,0s   25
14 , 0.11s    25

8 ,0.39s  

3x   25
8 , 0.46s    25

10 ,0.11s   25
12 ,0s   25

7 , 0.39s   

4x   25
12 , 0.11s    25

16 , 0.39s    25
17 ,0.39s   25

12 ,0s  

Step 3: Computation of preference degree  1, 2,3, 4iz i  based on  cE H and ranking of 

alternative  1, 2,3, 4ix i  . 

  
4

1
,

1

1

4
i ik c

k

z E h



 
   

 
 . 

Step 4: Based on the Eq. (19), we get the preference degree of the four schemes:  1 13 , 0.07z s 

,  2 12 , 0.22z s  ,  3 9 ,0.07z s , and  4 14 ,0.22z s . Therefore, the ranking of alternatives is 

4 1 2 3x x x x   .  

 (2) Compared with the related CRP method [28] 

Song and Li [28] proposed an automatic iteration-based CRP method with MG-PLPRs. Then the 

CRP method is applied to the above case and the ranking of alternatives is derived as

4 1 2 3x x x x   . In addition, it can be seen that the above research is the same as the alternative 

scheme ranking obtained by the method in this paper, which further verifies the effectiveness of the 

method in this paper. 

The differences between the method proposed in this paper and the above two related methods 

are summarized in Table 5. On the one hand, our method does not need uniform language granularity 

to deal with MG-PLPRs, which not only greatly reduces the computation amount, but also reduces 
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the information loss as much as possible. On the other hand, our approach provides a fast, low-cost 

way to implement CRP for MG-PLPRs. Therefore, compared with the above two related studies, our 

proposed method is more scientific and reliable. 

Table 5. The method in this paper is compared with the previous studies. 

Studies 
Whether to consider 

CRP 
The method of CRP Ranking 

The proposed method Yes 
Optimization model-based CRP 

method 
4 1 2 3x x x x    

Operator-based 

approach 
No / 4 1 2 3x x x x    

Song and Li [28] Yes 
an automatic iteration-based CRP 

method 
4 1 2 3x x x x    

5. Conclusions 

In this paper, a mathematical programming-based CRP mechanism with MG-PLPRs is 

proposed. An automatic-optimization model is presented to manage MG-PLPRs ensures satisfactory 

levels of both individual consistency and group consensus, which improves the consensus reaching 

efficiency and reduce the preference losses and consensus costs. Based on which, a city management 

decision-making problem with citizen participation is solved to demonstrate the effectiveness of the 

proposed method. The novel features of our approach are as follows. 

·We propose a LSGDM method with public participation, which allows hundreds or thousands 

of DMs to participate, and is practical in practical applications. 

·An optimization-based CRP with MG-PLPRs in LGDM problem is proposed, , which does not 

need to carry out uniform granularity processing on MG-PLPRs, and can directly obtain the priority 

weight vector of alternative schemes while ensuring satisfactory level of personality consistency and 

group consensus, which not only avoids information loss but also reduces computational complexity. 

·A city “shared garden” site selection is solved through the LSGDM method of public 

participation established in this paper. 100 representative owners participated in the decision-making 

process, and the final site selection meets the views of the majority of the public and has good 

applicability. 

In future, it is also interesting to analyze LSGDM problems based on MG-PLPRs with multi-

granular unbalanced linguistic terms and the application of this research method to other decisions 

involving public participation. 
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