
Article Not peer-reviewed version

An Improved Method of Mitigating

Orbital Errors in Multiple SAR

Interferometric Pairs Analysis for

Interseismic Deformation Measurement:

Application to the Tuosuo Lake Segment

of the Kunlun Fault

Qian Xu * , Yinghui Yang * , Qiang Chen , Dechao Wang , Su Liu , Yucong He , Lang Xu , Chengdai Zi

Posted Date: 23 May 2024

doi: 10.20944/preprints202405.1560.v1

Keywords: Geodetic imaging; InSAR; Orbital error; Long-wavelength error correction; Interseismic

deformation rate; Kunlun fault.

Preprints.org is a free multidiscipline platform providing preprint service that

is dedicated to making early versions of research outputs permanently

available and citable. Preprints posted at Preprints.org appear in Web of

Science, Crossref, Google Scholar, Scilit, Europe PMC.

Copyright: This is an open access article distributed under the Creative Commons

Attribution License which permits unrestricted use, distribution, and reproduction in any

medium, provided the original work is properly cited.

https://sciprofiles.com/profile/3584617
https://sciprofiles.com/profile/3584618
https://sciprofiles.com/profile/3251736


 

Article 

An Improved Method of Mitigating Orbital Errors in 

Multiple SAR Interferometric Pairs Analysis for 

Interseismic Deformation Measurement: Application 

to the Tuosuo Lake Segment of the Kunlun Fault 

Qian Xu 1,*, Ying-Hui Yang 2,*, Qiang Chen 3, De-Chao Wang 1, Su Liu 1, Yu-Cong He 1, Lang Xu 3 

and Chengdai Zi 3 

1 College of Air Traffic Management, Civil Aviation Flight University of China, Deyang, Sichuan, China 
2 State Key Laboratory of Geohazard Prevention and Geoenvironment Protection, Chengdu University of 

Technology, Chengdu, Sichuan, China 
3 Department of Remote Sensing and Geoinformation Engineering, Southwest Jiaotong University, 

Chengdu, Sichuan, China 

* Correspondence: xuqianae86@my.swjtu.edu.cn (Q.X); yangyinghui19@cdut.edu.cn (Y.H.Y.) 

Abstract: It is challenging to precisely measure the slow interseismic crustal deformation rate from SAR data. 

The long-wavelength orbital errors, owing to the uncertainties in satellite orbit vectors, commonly exist in SAR 

interferograms, which degrade the precision of the InSAR products and become the main barrier of extracting 

interseismic tectonic deformation. In this study, we propose a novel temporal network orbital correction 

method that is able to isolate the far-fault tectonic deformation from the mixed long-wavelength signals based 

on its spatio-temporal characteristic. The proposed approach is straightforward in methodology but could 

effectively separate the subtle tectonic deformation from glaring orbital errors without ancillary data. Both 

synthetic data and real Sentinel-1 SAR images are used to validate the reliability and effectiveness of this 

method. The derived InSAR velocity fields clearly present the predominant left-lateral strike-slip motions of 

the Tuosuo Lake segment of the Kunlun fault in western China. The fault-parallel velocity differences of 5-6 

mm/yr across the fault between areas ~50 km away from the fault trace are addressed. The proposed method 

presents significantly different performance from traditional quadratic approximate method in the far-field. 

Through the implementation of the proposed method, the RMSE between the LOSGPS and our derived 

descending InSAR LOS is reduced to less than one-third of the previous study, suggesting its potential to 

enhance the availability of InSAR technology for interseismic crustal deformation measurement. 

Keywords: geodetic imaging; InSAR; orbital error; long-wavelength error correction;  

interseismic deformation rate; Kunlun fault 

 

1. Introduction 

Interferometric synthetic aperture radar (InSAR) is a promising geodetic tool which enables 

geophysical and hazard studies with a very large spatial coverage unprecedented by any other 

geodetic technique. Since its first utilization of achieving ground motion measurement by Gabriel et 

al. (1989), applications of InSAR for deformation monitoring have been developed (Dong et al., 2019; 

Shamshiri et al., 2020; Yang et al., 2021a). Nowadays, InSAR technique can measure surface 

deformation on the mm/yr scale, which has been proved to be particularly valuable for studies of 

slow tectonic movement over strike-slip fault zone within interseismic period, such as the San 

Andreas (Ryder and Bürgmann, 2008; Chaussard et al., 2016; Jin et al., 2017), North Anatolian (Cakir 

et al., 2005; Rousset et al., 2016; Aslan et al., 2019), Altyn Tagh (Zhu et al., 2016; Xu and Zhu, 2019), 

Xianshuihe (Ji et al., 2020; Li and Bürgmann, 2021; Qiao and Zhou, 2021), Haiyuan (Cavalie et al., 

2008; Jolivet et al., 2012; Song et al., 2019), and Shahroud (Mousavi et al., 2015; Tong et al., 2018) faults. 
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Orbital errors commonly exist in the produced interferograms from classical InSAR processing, 

which is traditionally considered as the principal limitation of InSAR technique for measuring slow 

tectonic displacements (Fattahi and Amelung, 2014). The most-used method of mitigating the effect 

of orbital errors is the linear or quadratic approximation that best fits the observed interferometric 

phases (Massonnet and Feigl, 1998). This approach is effective in measurements of glacier, volcano, 

and coseismic motions, however, it is inadequate for studies of interseismic tectonic movements. 

Because both orbital errors and interseismic tectonic deformation are characterized as the long-

wavelength phase patterns, that is, there is no true “far-field” which is not affected by tectonic 

deformation and can be used to estimate the linear or quadratic orbital surface. 

More accurate methods are developed to reduce the orbital errors. Biggs et al. (2007) develop a 

network orbital correction approach based on multiple interferograms. And correcting long-

wavelength phase contributions in time-domain has been conducted (Gourmelen et al., 2010; Fattahi 

and Amelung 2014). However, these methods have the general drawback that all long-wavelength 

phase patterns are treated as orbital errors, thus such attempt of removing orbital ramps will also 

mitigate the interseismic tectonic deformation signals. Then, it is verified that long-wavelength 

deformation can be efficaciously separated from the mixed phase signals based on GPS 

measurements (Lundgren et al., 2009; Wei et al., 2010; Wang and Wright, 2012), but this means 

makes the InSAR results dependent on GPS. With a model assumption about the deformation, Biggs 

et al. (2007) use a three-stage iterative algorithm to separate deformation from orbital errors. This 

approach has been widely used in subsequent studies (Lin et al., 2010; Zhu et al., 2016; Barnhart, 

2017), while, it is also worth pointing out that the derived deformation relies on the assumption about 

the fault geometry heavily. 

Although orbital error reduction has been explored for more than two decades and several 

methods for reducing orbital contribution are already in existence, the errors cannot always be 

efficiently removed. Abnormal long-wavelength signals are remained around the northeastern 

corner of the SAR coverage in the shown descending velocity field by Qiao and Zhou (2021), which 

could be attributed to the inaccuracy of their estimated orbital ramp by using only the data from the 

western side of the Xianshuihe fault. Although Zhao et al. (2022) correct the orbital errors by temporal 

filtering, significant irregular signals are still remained. Similar phenomenon can be found in the 

InSAR observations given in the study by Jian et al. (2022), the observed deformation rates change 

along the diagonal from southwest to northeast, characterizing as long-wavelength signal pattern. 

This suggests that the orbital errors are not efficiently removed. 

The primary goal of this study is to develop a novel approach for jointly estimating orbital errors 

and tectonic rigid block motions from multiple SAR interferograms without ancillary data. Utilizing 

this improved temporal network orbital correction method, the long-wavelength orbital errors can 

be effectively mitigated from the preliminary InSAR observations, after which the subtle interseismic 

ground velocities could be precisely extracted from multiple interferometric pairs. Both simulated 

data and real SAR images acquired by the Sentinel-1 satellite that cover the Tuosuo Lake segment of 

the Kunlun fault are used to assess the performance of the proposed method. 

2. Methodology 

The orbital errors in individual interferogram can be assumed to be random (Biggs et al., 2007), 

whereas, the tectonic signal is highly related to the temporal baseline of the interferogram. Their 

different features inspire us to come up with the proposed method. With the consensus that far-fault 

tectonic velocities are mainly contributed by the rigid block movements and scarcely influenced by 

the velocity perturbations caused by the bounding faults, our proposed method is based on the 

assumption that far-fault tectonic velocities can be treated as constants within limited areas (a sub-

patch of the SAR coverage). 

First, a critical distance is needed to separate the far-/near- fault zones. The critical distance can 

be determined using the simple screw dislocation model that has been extensively exploited to 

represent the tectonic motion along the fault (Savage and Burford, 1973; Prescott and Nur, 1981; Biggs 

et al., 2007; Wang et al., 2019). In this model, the rate of ground displacement in fault-parallel 
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direction, V, at a perpendicular distance x from the fault with locking depth D and slip rate s can be 

expressed as
1tan

s x
V

D

−= . And 90% of the relative motions occur between 6.3x D= − to

6.3x D= + ( Savage and Burford, 1973). 

Based on the screw model, together with priori information of the specific study area including 

locking depth and slip rate, the fault-parallel velocity
6.3

fault parallel

DV − at the point that is 6.3D far from 

the fault can be derived, which could further be projected into the line-of-sight (LOS) direction using 

satellite geometry parameters (
6.3

LOS

DV ). Considering the accuracy of millimeter to centimeter level of 

the InSAR measurements, we here deem that the velocities with differences less than 1 mm/yr can be 

considered as constant, thus the distance with LOS velocity of ( )6.3 1LOS

DV −  can be treated as the critical 

distance to separate the far-/near- fault zones. In case the SAR measurements extend sufficiently far 

from the boundary fault, we recommend to enlarge the critical distance. The critical distance of 30 

km is commonly accepted. However, sometimes it may be difficult to get perfect cover, but above 

criteria should always be implemented. The samples in the near-fault zone will not be used in further 

temporal network orbital correction. 

Then, we remove the near-fault measurements, and divide the far-fault region into N sub-

patches. The choice of N is variable for different research areas, which should be a comprehensive 

consideration of the variations in locking depths and slip rates along the bounding fault and the 

fluctuation of fault strikes. The only protocol is that the tectonic velocity differences of samples within 

each sub-patch are less than 1 mm/yr, that is, the tectonic velocities of the points within a far-fault 

sub-patch can be treated as constants. Figure S1 shows the diagram of a Sentinel SAR image 

with its far-fault zone divided into 6 sub-patches. 
The phases in the preliminary differential SAR interferograms are dominated by the orbital 

errors and tectonic deformation. Both orbital errors and tectonic deformation are characterized as 

long-wavelength phase patterns, thus, for a pixel, P, at location [ Px , Py ], within the sub-patch n, of 

the interferogram i, a quadratic approximation is performed to fit the observed phases, as expressed 

as: 

2 2

1 2 3 4 5

i i i i i i i

nP n P P P P P Pm a x a y a x y a x a y = + + + + +  (1) 

For individual interferogram i with N sub-patches, we can derive N constants [
1

im , i

Nm ]. Each 

constant is consisted of two parts. One is the shift for the orbital errors, and the other is the tectonic 

displacement. 

0

i i

n n im a v t= +  (2) 

where, nv is the far-field tectonic velocity constant for sub-patch n, it means the temporal baseline of 

the interferogram i. The former term is the orbital offset, and the latter indicates the tectonic 

displacement. For a system of I interferograms, with one interferogram consisted of N patches, there 

are I N derived constants and I N+ unknowns (including I orbital offsets and N velocity 

constants). The least square method can be utilized to solve the problem. Finally, [
0

ia ,
5

ia ] can be 

treated as the coefficient of the orbital quadratic approximation for interferogram i, which can be 

removed from the preliminary interferogram to reduce the effects of orbital errors. Our proposed 

approach is able to jointly estimate the interseismic tectonic deformation and orbital errors. 

3. Algorithm Testing with Synthetic Data Set 

We simulate a surface velocity map along a sinistral bounding fault with a locking depth of 10.5 

km and a slip rate of 9.5 mm/yr using the simple screw dislocation model. The fault-parallel 

deformation rate is then projected into the LOS direction based on the geometry parameters of the 

used ascending SAR images, and the predicted LOS velocity field is shown in Figure 1a. The 
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simulated LOS deformation rates vary between ±2.14 mm/yr (positive/negative means the velocity 

towards/away from the sensor in slant direction). 

 

Figure 1. (a) Simulated LOS velocity for the ascending InSAR track along a bounding fault with a 

locking depth of 10.5 km and a slip rate of 9.5 mm/yr. Cold colors mean the increased slant distances 

from the satellite, and warm ones represent the range decreases. (b) Calculated LOS velocity map 

using the corrected interferograms. (c) Differences between the estimated velocities and true values. 

(d) Histogram of the differences in (c). 

To carry out the proposed temporal network orbital correction experiment, we predict 200 

interferograms using above LOS velocity over a random period within the range of [200, 2000] days, 

together with the orbital errors and random noises. The orbital errors are simulated by using a set of 

second-order polynomials, varying from 30~200 mm for different interferograms. The random noises 

obey the normal distribution with a mean of 1 mm and a standard deviation of 2 mm. Figure 2a shows 

the examples of the predicted interferograms, noting the corresponding temporal baselines. 
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Figure 2. (a) Examples of the predicted interferograms used as observations for the simulation 

experiment. Corresponding estimated orbital ramps (b) and corrected interferograms (c) to the 

examples in (a). 

The proposed orbital correction method is applied to the simulated data sets. The simulated SAR 

deformation field extends pretty far from the boundary fault, hence we choose the typical critical 

distance of 30 km. Considering that the whole simulated fault segment shares the same locking depth 

and slip rate, thus there is no need to differentiate the far-field region along strike, the selection of N= 

2 is appropriate. Figure 2b shows the corresponding estimated orbital ramps to the example 

interferograms mapped in Figure 2a, and the related corrected interferograms are presented in Figure 

2c. It can be seen that after removing the estimated orbital surfaces, the distribution patterns of the 

remained phases in the corrected interferograms are familiar with each other, and the phase 

magnitudes increase with the temporal baseline. 

We can derive the average velocity map by easily summing the total range changes and dividing 

by the total time duration of all simulated interferograms (Equation 3, Wright et al., 2001), as 

mapped in Figure 1b. The calculated average LOS velocity field generally coincides with the 

simulated velocity map (Figure 1a) in aspects of both distribution pattern and magnitude. The 

derived biggest velocity away from the satellite is 2.01 mm/yr, and the maximum deformation rate 

towards the satellite is 1.98 mm/yr. 

4

i

LOS

i

V
t

 


=




 (3) 

To quantitatively evaluate the accuracy of the derived LOS velocity, we calculate the differences 

between the true values (Figure 1a) and estimated ones (Figure 1b), and the result is shown in Figures 

1c and 1d. It can be found that the velocity differences are quite small, with a maximum difference 

(absolute value) of 0.4 mm/yr and a standard deviation of 0.16 mm/yr. The histogram shown in Figure 

1d indicates that 77.4% of the velocity differences (absolute value) are less than 0.2 mm/yr.  

Furthermore, we tested the performance of the proposed method in correcting orbital errors 

with different image partition strategies (namely different choice of N), and the results are presented 

in Figure S2. As depicted in Figure S2a, the peak deformation rates towards and away from the 

satellite sensor are 1.95 mm/yr and 1.98 mm/yr, respectively, and 68.4% of the velocity differences in 

Figure S2b are less than 0.2 mm/yr. Figure S2c and S2d illustrate the solution obtained with N=6, 

which exhibit the highest velocity of 1.98 mm/yr towards the satellite and a maximum of 2.00 mm/yr 

away from the satellite. Additionally, 73.4% of the velocity differences in the solution are smaller than 

0.2 mm/yr. The three velocity maps (Figure 1b, Figure S2a, and Figure S2c) generated using different 
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values of N (N=2, 4, 6) exhibit a high degree of agreement, indicating that the solution is independent 

of the selection of N when the locking depth and slip rate are unique along the bounding fault. It is 

clear from the result that our proposed temporal network orbital correction approach is able to 

effectively isolate the interseismic tectonic deformation signals from the orbital errors, indicating the 

reliability of the proposed method. 

4. Interseismic Surface Deformation Monitoring along the Tuosuo Lake Segment 

4.1. SAR Data and InSAR Processing 

The active Kunlun Fault is one of the most important bounding faults across the Tibetan Plateau 

that is characterized by the left-lateral strike-slip movement (Van Der Woerd et al., 2000; Liao et 

al., 2003; Zhu et al., 2021; Zhao et al., 2022). In this study, we use SAR images from both Sentinel-

1 ascending (T99) and descending (T106) tracks to investigate the surface deformation rates around 

the Tuosuo Lake segment of the Kunlun fault. The spatial coverage of the utilized radar data is shown 

in Figure 3. The acquisition times of the used data are from October 2014 to May 2021. Detailed 

information about the derived interferograms is listed in Table S1.  

 

Figure 3. Location map shown on a shaded relief of the SRTM DEM with the coverage of the used 

SAR images. Red and blue vectors respectively represent the horizontal GPS velocities from Wang 

and Shen (2020) and Diao et al. (2019), which will be used in subsequent comparison with our InSAR-

derived velocities. Red star represents the GPS station that will be used to integrate different GPS 

groups into a consistent frame. 

The InSAR data are processed using GAMMA software based on the two-pass differential 

interferometry method (Wegmüller and Werner, 1997). The simulation and removal of the 

topography phase are performed using the Shuttle Radar Topography Mission (SRTM) DEM with 30 

m resolution. The multilook factors are set as 100 (in range direction) ×25 (in azimuth direction) to 

make the ground range and azimuth pixel spacing change into approximately 300 m×300 m. 

Considering that the study area characterizes the ragged topography and short baseline helps to 

extract accurate deformation with residual removal of topographic phase caused by the uncertainty 
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of the used DEM (Chen et al., 2014; Xu et al., 2020; Yang et al., 2021b), thus we constrain the time 

interval and perpendicular baseline, as shown in Table S2. The minimum-cost-flow (MCF) method 

provided by the GAMMA package is utilized to unwrap the interferograms. The Generic Atmosphere 

Correction Online Service for InSAR (GACOS) data are introduced to correct for atmospheric delay 

within the interferograms. It should be noted that we choose the interferograms that are further used 

in the estimation of the average velocity fields by visual inspection. Finally, there are 210 and 274 

interferograms from the ascending and descending tracks preserved for forming the velocity maps.  

4.2. Interseismic Velocity Field along the Tuosuo Lake Segment 

The presented approach of mitigating orbital errors is also applied to the analyzing of multiple 

real SAR interferometric pairs along the Tuosuo Lake segment. In the orbital correction, the critical 

distance is also set as 30 km due to the prefect cover of the used Sentinel SAR images. 

Comprehensively considering the priori information including the variations of locking depths and 

slip rates along the Tuosuo Lake segment from previous study by Zhao et al. (2022) and the 

differences of fault strikes in different fault parts (Styron and Pagani, 2020) within the SAR coverage, 

we divide the far-fault region of the used SAR images into 6 sub-patches. The examples of 

ascending/descending interferograms before/after the orbital correction are shown in Figure 4. It is 

shown that the tectonic signals can be well isolated from the orbital errors even though the orbital 

errors are much more significant than the tectonic deformation, verifying the effectiveness and 

applicability of our developed method. 

 

Figure 4. Performance of the proposed orbital correction method in real ascending/descending SAR 

data analysis. The first column displays the differential interferograms before the orbital correction, 

second column shows the estimated orbital surfaces, and third column presents the corrected 

interferograms after reducing the orbital ramps. 

The average velocity maps along the Tuosuo Lake segment are formed by stacking the phase 

changes of multiple interferometric pairs. The derived average velocity fields from both ascending 

and descending tracks are shown in Figure 5. The LOS velocities measured in two different satellite-
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viewing geometries have opposite signs across the Kunlun fault, which suggests that the crustal 

deformation within SAR coverage is mainly dominated by the horizontal motion. This is qualitatively 

in accordance with the predominant left-lateral strike-slip motion along the Kunlun fault. Significant 

offsets between the far fields on both sides of the Tuosuo Lake segment can be seen, with velocity 

differences of 2–4 mm/yr. 

 

Figure 5. InSAR interseismic LOS velocity fields around the Tuosuo Lake segment of the Kunlun fault 

derived from ascending (a) and descending (b) tracks. Blue color represents radar range increase and 

red color means the range decrease. Black dashed rectangles indicate the patches with different 

average strikes. 

5. Discussion 

For the strike-slip Kunlun fault (fault-normal motion can be neglected), the LOS 

observations from ascending and descending tracks can be decomposed into the fault-

parallel and vertical components: 

cos( / 2)sin cos

cos( / 2)sin cos

paraasc asc asc asc

des des des des vert

DV S

V S D

   

   

− +     
=     

− +     

 (4) 

where, 
ascV and

desV are the LOS measurements from the ascending and descending InSAR tracks, 

respectively, S is the strike angle, 
asc and 

des indicate the heading angles, 
asc and

des mean the 

incidence angles, 
paraD and 

vertD are the fault-parallel and vertical motion components. 

However, the variation of strikes along the Tuosuo Lake segment is significant. Thus, we divide 

the LOS velocity field into three patches (marked by dashed rectangles in Figure 5 and Figure S3), 

and the average strike angle of each patch is 99°, 110° and 120° from west to east. All patches share 

the width of 170 km, extending for 85 km on either side of the Kunlun fault. Based on Equation 4, we 

can obtain the velocity fields of the fault-parallel and vertical components, as shown in Figure 6. As 

shown in Figure 6a, the velocity differences of the far-field fault-parallel velocities (~50 km away from 

the fault) across the fault are found to be 5–6 mm/yr, which are in accordance with the velocities 

estimated by Jian et al. (2022), but slightly smaller than those reported in the study by Zhao et al. 

(2022) at the same region. 
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Figure 6. Fault-parallel (a) and vertical (b) components of the InSAR-derived average velocity fields. 

Red solid line, black dashed line and blue dashed line show the InSAR-derived fault trace, fault trace 

from the study by Deng et al. (2003), and the one mapped by Styron and Pagani (2020). (c-f) Fault-

perpendicular velocity profiles (AA’, BB’, CC’, and DD’) from InSAR measurements with orbital 

correction using our proposed method (Figure 6a) is colored in red, and the blue velocity profiles are 

associated with the traditional quadratic approximate of orbital errors (Figure S4c). Dashed ellipses 

marked by G, H and K indicate InSAR measurements probably affected with residual atmospheric 

delay. 

The vertical component shown in Figure 6b suggests that the vertical movements around 

Tuosuo Lake fault segment are insignificant compared with the horizontal motions. For the northeast 

side, both tiny subsidence and uplift are shown in our result, which is consistent with the solution by 

Zhao et al. (2022). We found slight uplift on the southwestern flank of the fault, with an average 

magnitude of ~1 mm/yr. However, the study by Zhao et al. (2022) shows subsidence with an average 

magnitude of ~2 mm/yr in the same region. This may be attributed to probable errors in data 

processing using different sets of SAR acquisitions and different analyzing methods (Stacking in our 

study and Persistent Scatterer (PS) method in Zhao’s study) of multiple interferograms in these two 

studies. It should be noted that the precision of the LOS velocity solved by Zhao et al. (2022) is poor, 

with an uncertainty of up to 5 mm/yr. Hao et al. (2014) presents the vertical motion rates obtained 

from precise leveling measurements across the eastern margin of the Tibeten Plateau. Despite having 

a significantly smaller number of leveling points compared to InSAR observations, their results show 

an uplift signal of 1–2 mm/yr (with an uncertainty of 1–2 mm/yr) on the southwestern flank of the 

Tuosuo Lake segment, which is consistent with the findings of this study. However, there are no 

leveling observation points available in the same region on the northeastern side, making comparison 

impossible. 
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We quantify the uncertainties of the estimated LOS velocity maps by using bootstrapping. A 

detailed description of this process can be found in Text S1. The pixel-by-pixel standard deviation of 

the velocity maps from the ascending and descending tracks are shown in Figures S3a and S3b, which 

suggest that the uncertainties of the two tracks are tiny, with a peak value of 0.16 mm/yr and 0.12 

mm/yr, respectively. And the derived uncertainties of fault-parallel and vertical velocity fields are 

mapped in Figures S3c and S3d. The maximum uncertainty of the fault-parallel and vertical 

deformation components is less than 0.3 mm/yr, suggesting the high precision of our derived velocity 

fields. 

Meanwhile, the comparison of the InSAR-derived and GPS-derived velocities is addressed. The 

GPS data utilized in this study were obtained from two sources: the first group was collected by 

Wang and Shen (2020), while the second group was collected by Diao et al. (2019). The red arrow 

vectors shown in Figure 3 represent the first group of GPS velocities, which are widely dispersed, 

while the blue arrow vectors represent the second group of GPS velocities, which are mainly 

concentrated along a single profile. Wang and Shen (2020) generated a comprehensive GPS velocity 

field for the entire Chinese mainland, incorporating both continuous and campaign stations, resulting 

in a rich dataset. Diao et al. (2019) mainly utilized campaign stations in their analysis. Hence, a 

reference point was chosen (marked by a red star in Figure 3) to align the second group of GPS data 

with the reference frame of the first group. The spatial relationship between the GPS data and the 

coverage of the ascending and descending InSAR tracks is also illustrated in Figure 3. To facilitate 

comparison, we should convert the GPS horizontal velocity to the LOS direction (LOSGPS) 

based on the satellite geometry parameters, and the result is shown in Figure7. 
It can be easily observed that the dots in Figure 7(b) are more concentrated along the diagonal 

line of the map compared to those in Figure 7(a). The majority of differences in LOSGPS and 

descending InSAR LOS are less than 1.0 mm/yr, with a maximum difference of 1.2 mm/yr (Figure 

7b). In Figure 7(a), we can see that velocity differences at four stations are larger than 1.0 mm/yr, and 

the peak value is approximately 2 mm/yr. The RMSE value between the ascending InSAR and LOSGPS 

is 0.8 mm/yr, slightly bigger than that of 0.6 mm/yr between the descending InSAR and LOSGPS. The 

low RMS values confirm the high consistency between the LOSGPS and InSAR LOS, and the 

agreement between the LOSGPS and descending InSAR is stronger than that with ascending InSAR. 

Meanwhile, the green dots are more concentrated along the diagonal line of the map than the red 

dots and all the stations with velocity difference larger than 1.0 mm/yr are colored in red, confirming 

a higher consistency between the InSAR and LOSGPS from Wang and Shen (2020) than those from 
Diao et al. (2019).  

 

Figure 7. Comparison between InSAR-derived LOS and LOS projection of GPS-derived horizontal 

velocities along ascending (a) and descending (b) tracks. The green and red dots are respectively 

related with the GPS observations from the studies by Wang and Shen (2020) and Diao et al. (2019). 

In the study by Jian et al. (2022), the comparison between LOSGPS (the same GPS groups as 

we used) and their derived descending InSAR LOS measurements result in an RMSE value 
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of 1.9 mm/yr, more than triple our results. It should be noted that Jian et al. (2022) only show the 

descending InSAR velocity map, both of us use GACOS data to correct the atmospheric delay, 

however Jian et al. (2022) do not introduce the way they used for mitigating orbital errors. The more 

robust agreement between LOSGPS and our derived InSAR velocities further verify the precision of 

our InSAR measurements and the efficiency of our proposed method of reducing orbital errors. 

To further illustrate the different performances of our proposed method and traditional 

quadratic approximate in extracting interseismic ground velocities, we generated another set of 

average rate maps (named as LOST) based on interferograms with orbital correction by the traditional 

quadratic approximate, using the same interferometric pairs and same stacking method, and the 

result is shown in Figure S4. The sharp deformation rate gradients can still be recognized in the 

vicinity of the fault. In the ascending (Figure S4a) and descending (Figure S4b) LOS rate fields, 

movements away from and toward the satellite are simultaneously observed on one flank of the fault. 

Additionally, movements along and in the opposite direction to the fault strike are simultaneously 

seen on the same flank of the fault in the fault-parallel velocity map (Figure S4c). This indicates that 

the tectonic movement and orbital error contributions cannot be effectively separated in the far-field 

region, using the traditional quadratic approximation.  

For a more direct comparison between the two results, we draw the velocity profiles from InSAR 

measurements derived by two different orbital correction strategies, and the result can be seen in 

Figure 6(c-f) with red velocity profiles from Figure 6(a) and blue ones from Figure S4(c). Four sub-

figures depict a consistent pattern wherein the red and blue profiles converge when approaching the 

fault line and diverge when moving away from it. This suggests the two orbital correction methods 

show comparable performance in the near-fault region but significant differences in the far-field. For 

the blue profiles, ground velocity approximates zero in the vicinity of the fault, then gradually 

increases within 20 km from the fault line. After reaching maximum velocity, it gradually decreases 

in the far-field, followed by the occurrence of opposite movements. The surface velocity variation 

trend depicted in the blue profiles diverges from the typical inverse tangent deformation distribution 

observed in interseismic period. For the red profiles, the deformation rate also approaches zero 

around the fault line and gradually increases within 30 km from it, finally stabilizing in the far-field, 

exhibiting the inverse tangent deformation distribution. 

With the precise fault-parallel velocity map (Figure 8a), we can first manually extract the fault 

trace within the SAR coverage by finding the maximum InSAR deformation rate gradient. It is shown 

that the extracted fault trace is in good agreement with previously published fault traces (Deng et al., 

2003; Styron and Pagani, 2020), which further indicates the accuracy of our derived velocity fields to 

some extent. 

6. Conclusions 

A novel temporal network orbital correction method has been proposed, focusing on isolating 

the interseismic tectonic deformation from the orbital ramps. The distinctive advantage of our 

developed algorithm is that the joint estimation of orbital errors and tectonic deformation is 

performed in spatial domain, without ancillary data. The quantitative assessment using the synthetic 

data verifies the reliability of the proposed method, and the experiment with real 

ascending/descending SAR images confirms its effectiveness and applicability. Even though the 

probable orbital errors are much more significant than the tectonic deformation signals, our proposed 

method of reducing orbital errors works well. The presented simple but efficacious approach 

enhances the availability of InSAR technology for precisely measuring slow interseismic crustal 

deformation. 

The precise InSAR-derived deformation rate maps clearly indicate that the deformation 

field around the Tuosuo Lake segment of the Kunlun fault is predominantly contributed by the left-

lateral strike-slip motions. The fault-parallel velocity differences of 5-6 mm/yr across the fault 

between areas ~50 km away from the fault trace are addressed. The clear comparison between the 

traditional quadratic approximate and our algorithm indicates that two different methods show 

comparable performance in the near-fault region but significant differences in the far-field. Our 
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derived InSAR deformation rate and the published GPS velocity are in a good agreement, and the 

RMSE between the LOSGPS and our derived descending InSAR LOS is reduced to less than 

one-third of the previous study, further verifying the precision of our measurements and 

efficiency of the proposed orbital correction method.  

Supplementary Materials: The following supporting information can be downloaded at the website of this 

paper posted on Preprints.org. 
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