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Abstract: Due to the increasing use of computer equipment, institutions and companies face challenges, such
as sensitive data leaks and the spread of hate speech, which have severe consequences for organizations and
their employees. Addressing these challenges is essential to avoid financial losses, reputational damage, and
impacts on the psychological health of those involved. This paper presents a solution based on microservices for
monitoring computers used by employees in organizations, including capturing information from the equipment
using spyware techniques and a web application for managing alerts. The solution seeks to detect data leaks,
suspicious behaviour, and hate speech. The results of the evaluation indicate that the proposed solution has an
efficient data capture time and can identify unwanted behaviour in a short period. The solution also includes
applying prediction models to detect hate speech, achieving an average accuracy of approximately 87%. The
performance, scalability, and security evaluation demonstrate that the solution is suitable for dealing with data

leakage and hate speech challenges in the corporate environment.

Keywords: electronic monitoring; hate speech; data leakage; prediction; microservices

1. Introduction

In recent years, the development of corporate applications based on microservices has become a
prevalent approach in the software industry. In this context, frameworks like Spring Boot and Quarkus
have become prominent choices to simplify and accelerate development. However, choosing between
these frameworks is not trivial; it involves carefully considering performance, efficiency, and scalability
factors.

This article proposes a comparative performance analysis between Spring Boot and Quarkus,
focusing on objective metrics and quantitative statistics. The goal is to provide an in-depth understand-
ing of the performance differences between these two platforms, using various tools and benchmarks
recognized in the computer science community.

The importance of this analysis lies in the need for objective guidance for developers and software
architects when choosing a framework for their applications. With modern systems’ increasing
complexity, resource consumption efficiency and the ability to scale horizontally become crucial
criteria. Moreover, optimizing development time is vital to remain competitive in the dynamic
software market.

This article will explore metrics such as startup time, memory usage, throughput, and scalability
using established benchmarks like TechEmpower and specific profiling tools. Furthermore, we will
support our conclusions with bibliographic references highlighting the importance of informed and
data-based technological choices to optimize the development lifecycle and operational efficiency.

The urgency to adopt architectural approaches that facilitate scalability and maintenance in
microservices environments is highlighted by [1]. Additionally, [2] emphasizes the importance of
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efficient frameworks to ensure the long-term viability of these architectures, underlining the critical
relevance of informed technological choices.

Specifically regarding Spring Boot, the research conducted by [3] offers significant insights into
the features and benefits of this framework. Moreover, the study addresses the challenges inherent in
the extensive use of annotations in Spring applications, providing a comprehensive perspective on the
complexity of development in microservices-based environments.

Concerning Quarkus, research like that of [4] explores energy efficiency in Java applications,
presenting a unique view of resource consumption in microservices environments. These detailed
analyses contribute to a holistic understanding of the performance implications associated with
Quarkus, informing our comparative approach.

These studies enrich our theoretical understanding and provide a solid foundation for the pro-
posed comparative analysis. It is emphasized that all analyses and tests were conducted on a complex
application involving extensive and complex data and intricate relationships between various tables.
By contextualizing performance metrics within this challenging environment, our study gains rele-
vance by contributing to understanding trends and challenges faced in developing microservices-based
applications. Thus, these bibliographic references further strengthen the foundation of our study.

2. Background

This chapter will detail the technologies used in the application’s development, the testing tools
adopted, and the fundamental concepts applied in evaluating the results. It offers a comprehensive
view of the literature, organizing the information into four main sections: frameworks used, employed
integrations, selected testing tools, and essential concepts for analyzing the results.

2.1. Frameworks

2.1.1. Spring Boot

Spring Boot, known for simplifying the development of Java applications, brings a series of bene-
fits and challenges concerning performance. Its automatic configuration and "starters" provide agility
at the project’s start, reducing the need for extensive configuration coding. This boosts productivity,
allowing developers to focus on the app’s functionalities instead of worrying about configuration
details [5].

However, this automation can result in performance challenges. Increased memory consumption
is one of them, as automatic configuration can load various modules and resources, generating
overhead in memory allocation. In complex applications, the startup can be slower due to extensive
configuration and classpath analysis, affecting the application’s startup time [6].

Hidden complexity is a delicate point: although simplification is an advantage, hidden com-
plexity can make it difficult to identify performance bottlenecks. Issues related to the framework’s
configuration can be challenging to find and resolve.

Another aspect is the size of the generated artefact. By automatically including libraries and
modules, Spring Boot can result in more significant artefacts. This affects deployment time and the
server’s resource consumption, directly impacting performance in cases of limited infrastructure.

To address these challenges, it’s crucial to profile the application, identifying areas for improve-
ment and performance bottlenecks. Selectively optimizing specific application parts is essential, as well
as avoiding including unused features and adjusting the automatic startup of modules. Additionally,
keeping frequent updates of Spring Boot and continuously monitoring the application’s performance
are fundamental practices to mitigate possible impacts on performance [7].
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2.1.2. Quarkus

Quarkus, an innovative framework for developing native Java applications in the cloud, offers a
distinct set of performance benefits and challenges. Its architecture and purpose are shaped to optimize
application performance and efficiency, especially in cloud and container environments.

One of the main benefits of Quarkus is its approach to creating native applications, enabling
shorter startup times and lower memory consumption compared to traditional applications. This
is achieved through ahead-of-time compilation, quick loading, and the ability to package only the
necessary parts of the application [8].

However, despite these advantages, some challenges can arise when working with Quarkus.
The complexity of the ahead-of-time compilation process can make building and development more
intricate, especially for those accustomed to the traditional development paradigm. Moreover, certain
Quarkus features may introduce limitations on some functionalities or require careful adaptation of
development practices.

The optimized nature of Quarkus, while a significant positive point, also may require careful
planning to ensure that its optimization does not sacrifice the flexibility or scalability of the application.
Specific strategies to balance performance and development flexibility are necessary to leverage the
benefits offered by Quarkus fully [9].

Quarkus’s continuous evolution, with the introduction of new features and improvements,
represents significant potential for modern and highly efficient applications. However, to maximize its
benefits, developers must deeply understand the framework’s characteristics and apply development
strategies that maximize its performance potential.

2.2. Integrations

This chapter summarizes the integrations used in both applications discussed in this Article:

1. PostgreSQL: An open-source relational DBMS is known for its scalability, support for trans-
actional integrity, MVCC, stored procedures, and triggers. It stands out for its extensibility,
robustness, and SQL standards compatibility, backed by an active community [10,11].

2. Redis: An open-source, low-latency, high-performance caching system supporting various
structured data types in a key-value structure. It is chosen for its scalability, efficiency, and ease
of use across various applications [12-15].

3. FlywayDB: An open-source tool for database schema management and versioning, operating
under the principle of "migrations as code." It facilitates the automation of migrations in agile
development and DevOps environments [16].

4. RabbitMQ: A messaging platform that implements AMQP, offering modular architecture and
features like message queues. Evaluations demonstrate its performance and scalability in various
scenarios [17-20].

5. Keycloak: An identity and access management platform offering robust authentication and
authorization, supporting various authentication methods and modern standards, facilitating
security in applications [21,22].

6. Prometheus and Grafana: Tools for system and application monitoring, with Prometheus, focused
on metrics collection and Grafana on visualization. Their integration enables effective monitoring
and interactive visualization [23-27].

7. Docker: A platform that facilitates the creation, deployment, and running of container applica-
tions, promoting portability and efficiency. Complemented by tools like Docker Compose and
Docker Swarm, it facilitates container automation and orchestration [28-34].

2.3. Tools

In this chapter, we describe the tools used to test and evaluate the performance of the work
developed:
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Postman: An API development tool that facilitates testing, documentation, and collaboration
in API creation. It allows developers to send HTTP requests, verify responses, generate interactive
documentation, and collaborate in teams, positively impacting the API development community
[35-39]. JMeter: An Apache performance testing tool to assess web applications under load. It offers
features to simulate real scenarios, generate load on servers, collect detailed performance metrics,
and identify bottlenecks, widely recognized for its efficiency and flexibility [40-43]. Custom test
application: Specifically developed for this work, this application allows sending bulk requests in
parallel and with varied content sizes and conducting security tests to ensure data integrity [44].

2.4. Analysis Concepts

Statistical calculations were employed to validate the test results and conduct more detailed
analyses of the application’s performance. These calculations map the relationship between monitored
attributes, determine the application’s capacity according to the used hardware, and identify possible
performance bottlenecks.

In this sense, this section covers the following statistical calculations: correlation coefficient,
regression analysis, load curve, and response time analysis.

2.4.1. Correlation Coefficient

The correlation coefficient is a widely used statistical measure to assess the relationship between
two variables. It measures the degree of linear association between the variables, ranging from -1 to 1.
According to [45], one of the most common ways to calculate the correlation coefficient is the
Pearson correlation coefficient, represented by r. The formula for the Pearson correlation coefficient is
given by:
7,17 X: — X .
r= Z:l—l( 1 )(yl y) (1)
VI (= 2 (3 — 9)?
Where x; and y; are the values of variables x and y for each observation, ¥ and i are the averages
of x and y values, respectively, and 7 is the number of observations [45].

It's important to highlight that the Pearson correlation coefficient is only suitable for measuring
the linear relationship between the variables. This coefficient may not capture other forms of non-linear

association.

Other correlation measures can be used in different contexts. For example, the Spearman corre-
lation coefficient is a non-parametric measure assessing the variables” monotonic relationship. It is
calculated based on the rankings of the variables’ values [46].

2.4.2. Regression Analysis

Regression analysis is a statistical technique for studying the relationship between a dependent
variable and one or more independent variables. It seeks to model this relationship through a linear
equation.

One of the most common methods to perform regression analysis is the least squares method.
This method finds the coefficients of the linear equation that minimize the sum of the squares of the
differences between the observed values and the values predicted by the model [47].

The equation of simple linear regression can be represented by:

y=po+p1x+e 2)

Where v is the dependent variable, x is the independent variable, fy is the intercept, 1 is the
regression coefficient and ¢ is the error term [48].
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Different regression analysis techniques exist, such as simple linear regression, multiple linear
regression, and non-linear regression. Each of these techniques has its assumptions and methods of
evaluation [48].

Simple Linear Regression: A method that models the relationship between two dependent and
independent variables through a linear equation. The basic equation is y = By + B1x + ¢, where v is the
dependent variable, x is the independent variable, B¢ is the intercept, B is the regression coefficient,
and ¢ is the error term. The least squares method is often used to find the coefficients that minimize
the sum of the squares of the differences between the observed and predicted values [49].

Multiple Linear Regression: Extends the idea of simple linear regression to more than one inde-
pendent variable. The equation becomes y = Bo + B1x1 + B2x2 + ... + Bpxp + ¢ where x1,x2,...,xp
are the independent variables and Bo, 81, B2, . . ., Bp are the regression coefficients associated with each
independent variable [50].

Non-Linear Regression: While linear regression relies on linear equations, non-linear regression
allows the model to fit more complex relationships between variables. This can be done using non-
linear functions, such as exponential or logarithmic, to describe the relationship between the variables
[51].

Exponential and Logarithmic Regression: These are types of non-linear regression. Exponential
regression models relationships where the data fit an exponential curve, while logarithmic regression
models relationships that fit a logarithmic curve [52].

Power Series: This is a form of non-linear regression where the model fits a series of polynomial
terms rather than a single equation. This allows modelling complex relationships that a single linear
function cannot represent [53].

Each type of regression analysis has its applications and underlying assumptions. The choice
of method depends on the nature of the data and the expected relationship between the involved
variables. Validation and interpretation of the results are also crucial to ensure that the model is
appropriate and helpful in making predictions or inferences.

2.4.3. Load Curve

The load curve is a graphical representation of energy consumption over time. It is often used to
analyze the consumption profile of a particular load or system.

To calculate the load curve, resource consumption data must be collected at regular time intervals.
These data can also be used to estimate consumption when measurements are unavailable.

A commonly used approach is the interpolation method, which consists of filling in missing
values using a function that fits the available data. An example of a function used for interpolating
load curves is the polynomial function [54].

According to [55], the general formula of an n-degree polynomial used to interpolate a load curve
is given by:

f(t) = ag+ayt + at> + ... + ayt" 3)

Where f(t) is the estimated value of the load curve at time ¢ and a4y . . ., a, are the polynomial
coefficients.

Other methods and statistical models can be used to calculate the load curve, such as non-linear
regression and time series [55].

2.4.4. Response Time Analysis

Response time analysis is a technique used to evaluate an application’s performance regarding
the time needed to respond to user requests. It is particularly relevant in web applications, where
response speed is critical for user experience [56].
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One of the main indicators used in response time analysis is the average response time. It is
calculated as the average response times of a set of requests. The formula for average response time is
given by:

n
i—1ti

(4)

Average Response Time =
t; is the response time of the i-th request and # is the total number of requests [57].

3. Related Works

This chapter presents a literature review on performance comparison between APIs developed
using the Spring and Quarkus frameworks. It discusses the main results from previous studies and
the differences between the two frameworks that might influence their performance.

Various studies in the literature have compared the performance of Spring Boot and Quarkus ap-
plications in API scenarios. Generally, these analyses indicate that Quarkus offers superior performance
compared to Spring Boot.

For example, the article "A Performance Comparison of Spring Boot and Quarkus for Microser-
vices" [58] compares the performance of the two frameworks in a microservices application, concluding
that Quarkus shows better results in all benchmarks, including startup time, response time, and mem-
ory consumption.

Another article, "Spring Boot vs. Quarkus: A Performance Comparison" [9], also addresses
performance comparison in a more straightforward application. In this case, Quarkus offers a faster
startup, while Spring Boot stands out in response time.

The book "Spring Boot vs. Quarkus: A Comparison of Two Java Frameworks" [8] provides
an overview of the main discrepancies between Spring Boot and Quarkus, discussing how these
differences can impact the performance of both frameworks.

Another study, "Performance Comparison of Spring Boot and Quarkus: A Case Study" [59],
presents a case study comparing the performance of Spring Boot and Quarkus in complex applications,
concluding that Quarkus excels in all the evaluated benchmarks.

In the article "Comparative Performance Analysis between Spring Boot and Quarkus: An Empir-
ical Study" by Gabriel Ferreira da Rosa, Kleinner Farias, and Carlos Fernando Santos Xavier [60], a
comparative performance analysis between Spring Boot and Quarkus is presented. This study employs
a use case involving messaging communication scenarios and their persistence in a database, using
CPU, RAM, and message processing time measurements. The results indicate that Quarkus performs
slightly superior in most tested scenarios, suggesting an advantage for using Quarkus in specific
application development contexts.

The related works indicate that Quarkus offers superior performance over Spring Boot. However,
it is crucial to emphasize that an application’s actual performance depends on several factors, including
its complexity, workload, and configurations.

The study developed in this article distinguishes itself from related works in several aspects: it
uses a complex application with massive data, like base64 and multiple hierarchies, and it applies
statistical analysis, employing statistical and mathematical concepts in analyzing the benchmarks.

4. Developed Applications

Both applications are identical regarding functionalities, classes, services, endpoints, and objec-
tives; the only difference is the framework used and some configurations. Thus, this chapter will treat
the application as a single entity, clarifying the architecture and the developed points.

This application aims to use Spyware techniques to monitor corporate and/or institutional
computers, using prediction models to detect hate speech and monitor network packets, vulnerabilities,
and malicious processes. As seen in Figure 1, the proposed architecture for this solution involves
several applications, which require a lot of information exchange, demanding good performance from
the Central API Gateway.
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Figure 1. Architecture.

Therefore, the focus of this article will be the Central API Gateway, whose architecture is presented
in Figure 2. This architecture consists of some other components that will not be addressed in the tests
and are presented in Figure 1, but here is a description of each:

¢ Admin: platform administrator who will have access to Alerts through the Front-End application,
being able to manage (remove and view), in addition to adding the monitoring management
data;

¢ Front-End App: application responsible for creating a secure, easy-to-use, and simple interface
for the Administrator to manage the Application;

¢ User Database: relational database to keep Front-End users separate from the rest of the appli-
cation. The database will contain only one table to set up the login/registration of users, with
encrypted passwords;

¢ Central API Gateway: this component will be responsible for centralizing the Alerts data and
distributing it to the Front-End, with JWT Token, to ensure the security and reliability of the data.
In addition to caching for fast data access and messaging service to guarantee the delivery of
Alerts,

¢ Alerts Database: main relational database (PostgreSQL), responsible for maintaining the manage-
ment data of monitoring and Alerts;

* Spyware: main application component that will monitor the accessed sites, typed words, running
processes, typed hate speech, and have a Port Scanner to assess if there are vulnerabilities on the
PC. When any of these items are identified, the Spyware will generate an Alert and perform the
capture of the information for sending to the API Gateway;

¢ API Gateway Spyware: the component that will contain an endpoint to communicate with the
prediction model that will return whether a phrase is or is not hate speech;

e Predict Model: responsible for receiving a phrase in one of the languages (Spanish, Portuguese,
or English), detecting the language, and processing through three multi-layer models, returning
whether the phrase is hate speech. The model will be compiled with the Pickle library and
inserted into the API Gateway.
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Figure 2. Architecture of the Central API Gateway.

The analyzed API uses some technologies to improve performance and observability and facilitate
deployment in different environments; all technologies are presented in Figure 2. In this figure, it is
possible to see that the web service is isolated in a Docker image along with a PostgreSQL database,
used to store long-life data, a Redis database to store short-lived cache data, a RabbitMQ messaging
service for managing processing queues, and two services for extracting and visualizing metrics,
Prometheus and Grafana.

4.1. Improvements Applied to the Solution in Spring

Some structural and development measures were taken to improve the Spring application’s
performance. The criteria that were changed and added to improve performance and maintain
continuous delivery of the solution are:

* Cache with Redis: to not overload the SQL (Structured Query Language) database with repeated

and constant searches;
* Messaging Service with RabbitMQ: to maintain continuous updating and delivery of functionali-

ties asynchronously;
¢ Initialization in "lazy" mode: the application Spring’s startup mode changed to "lazy", where

only necessary components and dependencies are loaded;
¢ Exclusion of auto-configurations: disabling automatic configurations of Spring to not consume

resources unnecessarily;
* Switch of the Standard Servlet Container of Spring: the migration was made from Tomcat to

Undertow, which showed better performance for Spring applications [61];
¢ Disabling Java Management Extensions (JMX): the flag for real-time bean monitoring was

disabled to reduce unnecessary resource use, as other metric tools are being used;
¢ Removing the standard log system of Hibernate and Java Persistence API (JPA): turning off

database logs and creating controlled logs makes processing faster;
* Generating indexes sequentially: it’s preferable in terms of performance due to storage efficiency,

better cache utilization, reduced fragmentation, and ease in ordered queries;
¢ Using migrations for database table creation: replacing Hibernate’s automatic database structure

creation with migrations allows for more refined control over schema changes, improving SQL
database performance.

With these improvements, tests were conducted more efficiently, obtaining the results that will be
presented later.

4.2. Improvements Applied to the Solution in Quarkus

Improvements were implemented in the Quarkus-developed application, including adopting
strategies similar to those already applied in the Spring API. This involved configuration optimiza-
tions and programming, such as using cache and messaging strategies, adopting lazy loading mode,
excluding non-essential autoconfiguration, and removing unnecessary logs.
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In addition to the mentioned adaptations, other improvements were made to maximize perfor-
mance in the Quarkus API. This included applying pre-compilation techniques to reduce startup time,
using pooling strategies for database resources, minimizing memory use through efficient resource
management, and implementing more granular and effective caching strategies for frequently accessed
data.

5. Methodology

This chapter will discuss the tests conducted and the results obtained. It will be divided into
specific tests of the Spring application and specific tests of the Quarkus application, and a comparison
will be made between them, considering before and after the performance improvements applied. All
tests were performed on a computer with an i5 7200 CPU, 16 GB of RAM, and 1 TB of SSD running the
Kali Linux operating system.

Before the performance tests, simple tests were performed on all endpoints using Postman. These
tests aimed to verify the functionalities and ensure the API’s proper operation. Then, JMeter was
used to conduct more in-depth performance tests. Twenty-five tests were performed with different
configurations of parallel request groups. Each set of requests consisted of three requests: one to obtain
the authentication token, another to register an image, and another to register an alert.

The first request was a POST method to the endpoint ’/login’, where a request body in JSON
format was sent:

1 A1

"10gin": |l||’

"password": "

}

= W N

The previous request’s response provides a token for the next two requests. The next step is to
make a POST request to save an image in the APIL. This request is sent to the endpoint ’/image/save’
and must include the token obtained in the previous step in the headers. The request body must be in
the following JSON format:

{

Ilproductll: Illl,
"base64Img": ""
by

= W N =

After the success of this request, the complete Image object is returned, containing an ID, which is
used in the next POST request to save the Alert. This request is sent to the endpoint "/alert/save’ and
must include the token in the headers. The request body must be in the following JSON format:

{

"id": 1,

"pcId": "",

"image": {

"id": 1

Ve

"process": "",

"date": "2022-10-25T13:29:48.2312Z"
}

O 0 N U s W N =

This set of requests was sent in different quantities in each test, varying in 500, 1000, 2000, 5000,
and 10000 parallel sends. However, when many requests were used, the JMeter’s memory heap would
exceed, mainly due to sending images in base64 format in the request body. For this reason, a parallel
application called API Tester was used to continue with more significant numbers of requests.
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It is important to emphasize that the analyzed metrics were collected from the Docker image,
which implies a minimum limit of memory and processing use. This limit is related to applications
such as Grafana, Prometheus, PostgreSQL, Redis, and RabbitMQ. In natural environments, with more
users and on more robust machines, resource use is expected to be dispersion, making the percentage
of use of these applications negligible.

{

llloginll: llll,

"password": "

= W N =

5.1. Spring Application Results

Initially, some points were analyzed for the Spring application, which can be examined in the
following figures. As illustrated in Figure 3, the response time in milliseconds increases with the
number of requests, according to the equation y = 0,0818x + 74, 8. Higher response times can result in
a poor user experience, which emphasizes the importance of optimizations for fast response times in
web applications.

Response Time (ms) versus Number of Requisitions

@ Response Time (ms) 0,0818*x + 74,8 R? = 0,999
1000
L
750
@
E
E 471
; 500 e
2
2 250
4 157,5 ®
250 ¢t
= 112
L ]
0
2000 4000 6000 8000 10000

Number of Requisitions
Figure 3. Testing requests with Spring

Figure 4 depicts a linear relationship between the percentage of CPU usage and the number of
requests. The trend line equation is y = 2.41 x 10~ 3x + 16.9, indicating that for each additional request,
there is a corresponding increase in CPU usage of approximately 0.00241%. In web development,
a linear increase in CPU utilization concerning the number of requests, as shown by the ratio, may
suggest that the application is scaling as expected regarding workload. However, high CPU usage can
also indicate that the application may not be efficient in terms of computing or that the server may
reach its limit under heavy loads, which could lead to a degradation in performance or even failures.
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Figure 4. CPU testing with Spring

Figure 5 shows the percentage of heap memory used as the number of requests increases, following
a linear trend (y = 3.38 x 10~3x + 4.91). The linear relationship shows that heap utilization increases
with the number of requests. This is expected in web applications, as each request can create new
objects. However, if heap memory approaches its maximum capacity, the system may face more
frequent garbage collection problems, which can cause service pauses and affect application latency.
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Figure 5. Heap testing with Spring

Below are the results after the improvements have been applied. Figure 6 shows that the response
time maintains a remarkable linearity concerning the number of requests, with a R? of 0.996. This
reflects the effectiveness of the improvements in ensuring that the application maintains consistent
performance in terms of response time, a crucial factor for the end-user experience.
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Response Time (ms) versus Number of Requisitions
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Figure 6. Requisition testing with Spring after improvements

Figure 7 indicates a highly linear relationship between CPU usage and the number of requests
with a coefficient of determination of R?> = 0.984. This implies that the optimized application uses
CPU resources more efficiently, an indicator of scalability and stability under increasing loads.
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Figure 7. CPU test with Spring after improvements

As illustrated in Figure 8, heap memory usage follows a linear trend with a R? of 0.993. The
optimizations implemented seem to have improved memory management, maintaining stability and
performance even with the increase in the number of requests.
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Heap Used (%) versus Number of Requisitions
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Figure 8. Heap test with Spring after improvements

5.2. Quarkus Application Results

The results of the Quarkus application are presented below. The response time concerning the
number of requests, as shown in Figure 9, follows a linear trend y = 0.0853x + 67.6 with a R? = 0.998.
This indicates that, for each additional request, the response time increases by a relatively small amount.
In a web context, where fast response times are crucial, the Quarkus framework can keep latency low,
even under heavy load.
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Figure 9. Testing Requests with Quarkus

Figure 10 shows a logarithmic trend curve for CPU usage that stabilizes as the number of requests
increases. The equation y = —2.01 +0.336 In(x) with a coefficient of determination R? = 0.996 suggests
that CPU usage grows initially, but the rate of growth slows down with more significant numbers
of requests. Mathematically, this is a desirable characteristic, as it indicates that the application
becomes less sensitive to peak demand as it scales, which indicates efficient load distribution and good
management of computing resources.
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Figure 10. CPU test with Quarkus

The relationship between heap memory usage and the number of requests, as shown in Figure
11, is described by a potential function y = 0.084x%4% with a R? close to 1 (0.99). This shows that
memory usage increases less proportionally than the number of requests, which implies efficient
memory allocation and optimized garbage collection management, both of which are fundamental to
the scalability of a web application.
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Figure 11. Heap test with Quarkus

Differentiated results were obtained after the improvements were applied, as seen below. As
shown in Figure 12, the response time increases linearly with the number of requests, indicating that
the application maintains consistent performance even under high demand.
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Figure 12. Request testing with Quarkus after improvements

Comparing the previous results with the current ones, Figure 13 shows a significant reduction
in the slope of the linear trend line of CPU usage. Mathematical analysis reveals that the optimized
application now shows slower growth in CPU usage as the number of requests increases. This indicates
that the application is scaling more efficiently from a computational point of view, as the additional
load of each new request has a more minor impact on CPU usage.
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Figure 13. CPU test with Quarkus after improvements

Looking at Figure 14, the heap memory usage curve after the optimizations indicates a steeper
asymptotic behaviour than the previous results. The adjusted potential function suggests memory
allocation and management efficiency, which is essential for web applications that operate with large
amounts of data and require efficient memory management to avoid latencies and service interruptions.
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Figure 14. Heap test with Quarkus after improvements

5.3. Comparison between the Two Applications

The following section will present a meticulous comparison between the two frameworks. This
analysis is anchored in empirical data obtained through performance tests conducted before and after
applying specific optimizations. The metrics selected for this evaluation include the application start-up
time (uptime), CPU and heap memory usage percentage, and the response time to increasing requests.
These metrics are fundamental to understanding the efficiency and effectiveness of frameworks in real
production contexts.

Figure 15 directly compares the up times before and after the optimizations for both Spring
and Quarkus. The optimizations significantly improved start-up time for Quarkus, with a more
modest reduction for Spring. In web development, start-up time is a critical factor for the agility and
responsiveness of services in production environments, especially in microservice-based architectures
or when it is necessary to scale quickly to meet increased demand.

Up Time (ms) Spring e Up Time (ms) Quarkus
B Up Time (s) Quarkus [l Up Time (s) Spring
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Before Improvement After Improvement

Performance Improvement
Figure 15. Up Time - Spring vs Quarkus

Figure 16 compares the response time between Quarkus and Spring. Although both frameworks
show increased response time with the number of requests, Spring shows a sharper increase. Response
time is a critical indicator of user experience, and longer response times can result in a negative percep-
tion of the application. Fast and consistent response times are essential in production environments,
especially for interactive or real-time applications.
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Figure 16. Requisition - Spring vs Quarkus

Figure 17 compares the CPU usage between Quarkus and Spring at different numbers of requests.
Quarkus consistently shows lower CPU usage across all data points. This reduced CPU usage indicates
computational efficiency, which can reduce operating costs as it requires less computing power to
perform the same amount of work. In addition, this could indicate that Quarkus may be better suited
to environments where hardware resources are a concern, such as IoT devices or cloud computing
environments where resource efficiency is essential.
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Figure 17. CPU - Spring vs Quarkus

Figure 18 compares heap memory usage. Like CPU usage, Quarkus demonstrates more efficient
use of heap memory, which is particularly important in Java, where memory management can signifi-
cantly impact application performance and latency. More efficient memory usage can result in less
garbage collection and, therefore, more minor and less frequent pauses in application execution.
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Figure 18. Heap - Spring vs Quarkus

6. Conclusion and Future Work

This study looked at the integration of spyware techniques and prediction models for efficient
computer monitoring. The findings revealed that this approach can significantly improve security
and efficiency in computing environments. However, it is crucial to recognize the ethical and privacy
limitations related to the use of spyware. Future research should explore methods for balancing
efficiency and privacy. Furthermore, it is recommended to develop more robust predictive models
and apply these techniques in different contexts to validate their universality. In short, this study
lays a solid foundation for future research and practical applications, highlighting the importance of
continued advances in the area of cybersecurity and systems monitoring.
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