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Article 

Masterminding the Giant Shannonian Entropic 

Threshold Perplexity AI 

Ismail A Mageed 

PhD, IEEE, IAENG; drismail664@gmaill.com 

Abstract: Undoubtedly,  there  is  a  potential  impact  of  large  language models  like ChatGPT  in 

revolutionizing information retrieval and knowledge discovery, particularly in the context of the 

vast amount of electronic material available. On another strong note, the current work offers a first 

time ever mathematical approach to accurately fine tune perplexity AI, which sets a giant step ahead 

towards accurate next generations AI. Having started this world leading discovery, the upper and 

lower bounds of perplexity AI, namely 𝑈𝐵௉௘௥௣௟௘௫௜௧௬ ஺ூ,  𝐿𝐵௉௘௥௣௟௘௫௜௧௬ ஺ூ, respectively, are obtained for 

the first‐time ever. Concluding remarks combined with emerging open problems and next research 

phase are provided. 

Keywords:  perplexity;  AI;  ChatGPT;  entropy;  natural  language  processing  (NLP); 

increasing/decreasing test, or (IDT); threshold 

 

Introduction 

This hot burning topic needs more exploration, especially, when we investigate the evaluation 

of two versions of ChatGPT, which would reveal that they still lack the ability to handle the intricacies 

of complex topics due to limited access to the entire scientific literature. However, they will soon be 

valuable for assisting scientists in surveys, literature reviews, and teaching [1]. 

Entropy  [2] as a powerful  tool of  fine‐tuning uncertainty can efficiently  impact ChatGPT‐4’s 

advancement including other futuristic ChatGPT forms. For example, to improve the accuracy of the 

generated thoughts, there are some proposed filtering them based on uncertainty, such as answer 

entropy, which measures  the  uncertainty  of  the  answers,  and  filters  out  thoughts with  higher 

uncertainty, so filtering by answer entropy leads to slightly higher accuracy compared to filtering by 

the number of consistent paths used in previous work. 

Perplexity[3] is a statistical metric used in Natural Language Processing (NLP) to measure how 

well a language model predicts a sample. A lower perplexity score indicates that the language model 

is more accurate and confident in its predictions. 

In NLP, encoding refers to representing text as numerical vectors, which can be used as input 

for machine learning models. Embeddings capture the relationships between words or phrases in a 

text corpus. 

Entropy can steer the advancement of both existing and futuristic ChatGPT to higher levels of 

accuracy. Based,  on my world‐leading mathematical discovery, Perplexity AI,  can  be  fine‐tuned 

through obtaining entropic thresholds corresponding to perplexity expression. Notably, Shannonian 

entropic formula, will be the very basic to target, then taking a higher‐level step ahead, my innovative 

entropy  formula, namely,  Ismail’s  second  entropy[5], will provide a novel  link between Entropy 

Theory,  Statistical Mechanics,  and  AI. My  lecture  will  travel  through  a  visionary  spotlight  to 

employing another three entropies in the literature, under my name, Ismail’s entropy 1,3, and 4(c.f., 

[6–8]). 

My innovative mathematical approach has the great potential to steer AI into a higher level of 

accuracy, which will be highly influential to be applied to all fields of human knowledge. 

The current work reads: 
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2. Crossroads between Perplexity AI, and Shannonian Entropy 

When assessing language models, one popular statistic to utilise is ambiguity [9]. Consider the 

built‐in metric of perplexity in scikit‐learn’s implementation of the topic‐modelling algorithm Latent 

Dirichlet Allocation. 

In numerous Natural Language challenges, a common configuration [9] is to have a language L 

and aim to construct a model M for it. A particular genre or corpus, such as “English Wikipedia,” 

“Nigerian Twitter,” or “Shakespeare,” or  (at  least conceptually) a general term, such as “French,” 

could constitute the “language.” 

Specifically  [9],  by  a  language  L, we mean  a  process  for  generating  text. Given  a  history  h 
consisting of a series of previous words in a sentence, the language L is the probability that the next 
word is w: 

ℎ 𝑎 𝑠𝑒𝑟𝑖𝑒𝑠 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠ሺ𝑤ଵ,𝑤ଶ, … ,𝑤௡ିଵሻ   

𝐿ሺ𝑤|ℎሻ ൌ 𝑃𝑟𝑜𝑏ሺ𝑛𝑒𝑥𝑡 𝑤𝑜𝑟𝑑 𝑖𝑠 𝑤|𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑤𝑜𝑟𝑑𝑠 𝑎𝑟𝑒 ℎሻ  (1)

𝐴 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑚𝑜𝑑𝑒𝑙 𝑖𝑠 𝑎 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑟𝑜𝑏𝑎𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑠 

If L is “English,” for instance, I’m ready to bet that:   

 L(dog | The swift brown fox leaps over the slow brown) ≈ 1. 

 L(ipsum | Lorem) ≈ 1. 

 L(wings | Buffalo buffalo buffalo Buffalo buffalo) ≈ 0 

 𝐿ሺ𝑠ሻ ൌ 𝐿ሺ𝑤ଵ|𝑤଴ሻ ൈ 𝐿ሺ𝑤ଶ|𝑤଴𝑤ଵሻ…ൈ ሺ𝑤௡|𝑤଴𝑤ଵ …𝑤௡ିଵሻ 

 ൌ  ∏௞ୀଵ
௡ 𝐿ሺ𝑤௞|𝑤଴𝑤ଵ …𝑤௞ିଵሻ 

(2)

𝑇ℎ𝑒 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝐿 𝑔𝑖𝑣𝑒𝑠 𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑎 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠 

Nonetheless, it is typical practice to omit the product’s initial phrase as well, or even to utilise an even 

longer beginning context [9].Obtaining an impeccable imitation of  𝐿  in, instance, spoken American 

English  is surprisingly simple. Simply signal any person who is fluent  in English as they pass by. 

Typically, our goal is to teach the model to a computer, which is why machine learning was created. 

Thus, 𝑀 will represent any language model that we have been able to construct computationally. 

This configuration, comprising of a language  𝐿  and a model 𝑀, is highly versatile and is utilised in 
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numerous Natural  Language  jobs  such  as  speech‐to‐text,  autocorrection,  autocomplete, machine 

translation, and so forth. 

Given the words someone has entered so far, autocomplete is the most obvious example; pick 

the completion with the highest probability and try to estimate what they could type next. 

Eventually [9], if given a model 𝑀, the perplexity on a sentence  𝑠, reads: 

𝑃𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦ሺ𝑀ሻ ൌ  ൭∏௞ୀଵ
௡ ൬

1
𝑀ሺ𝑤௞|𝑤଴𝑤ଵ …𝑤௞ିଵሻ

൰൱

ଵ
௡

  (3)

𝑃𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 𝑜𝑓 𝑎 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑚𝑜𝑑𝑒𝑙 𝑀 

This is the opposite of the geometric mean of the terms in the product’s denominator, as the second 

line makes clear. This can be understood as a per‐word metric since the likelihood of each word is 

only computed once, contingent upon the history. This indicates that sentence length has no bearing 

on the level of bewilderment, other things being equal.   

We want our odds to be high, which denotes less confusion. The perplexity would be 1 and the model 

would  accurately  predict  the  text  if  all  the  probability were  1.  Conversely,  there will  be more 

confusion with worse language models. 

The  language  itself  sets a  lower bound on bewilderment. However,  this highlights a  typical 

aspect of NLP metrics: a simple metric, such as perplexity, may not always be the best indicator of a 

model’s actual performance. For development (validation), confusion is beneficial, but not always for 

evaluation. Human evaluation is still considered the gold standard in evaluation. 

Entropy 

While entropy is a difficult notion in physics, information theory makes sense of it very easily. 

Assume you have a procedure  (e.g., a word‐generating  language  𝐿). There  is a chance p  that  the 
event or the thing that happened was going to happen at every stage of the process. The unexpected 

number is െ𝑙𝑜𝑔ሺ𝑝ሻ, where you can take the logarithm in any base by altering the units. Events with 

little likelihood are highly surprising. There are zero surprises in events that were expected to occur 

(𝑝 ൌ 1). Unfeasible events (𝑝 ൌ  0) have infinite surprise.   
The  expected value  of  the  surprise  over  all potential  events,  indexed  by  i,  is known  as  the 

entropy, namely, 𝐻ሺ𝑝ሻ 

𝐻ሺ𝑝ሻ ൌ  െ∑ 𝑝௜௜ 𝑙𝑛𝑝௜    (4)

Relationship between Perplexity and Entropy 

Now all that remains to do  is show the relationship between the two. Assuming we took the 

logarithm in base e: 

𝑃𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 ሺ𝑀ሻ ൌ  𝑒ுሺ௅,ெሻ    (5)

If we took the logarithm in base 2, use 2 for the base, etc. 

In summary, therefore:   

1. We construct a language model 𝑀  for the real language, L, that is producing the data.   
2. We calculate 𝑀′𝑠  (with respect to L) perplexity or, equivalently, cross‐entropy.   

3. The actual language  𝐿′𝑠  perplexity limits 𝑀′𝑠  perplexity below (see, cross‐entropy).   
How “random” our model is is measured by the perplexity. If each word has a perplexity of 3, 

it indicates that the model’s average chance of correctly predicting the next word in the text was one 

in three. It is occasionally referred to as the average branching factor for this reason. 

Key Features and Advantages 

1. Accuracy: Perplexity AI delivers high accuracy rates and can be fine‐tuned [10]. 

2. Efficiency: The platform offers several natural language processing (NLP) features, making it 

an efficient and reliable way to find information quickly [11]. 
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3. User‐friendly  interface: Perplexity AI  is easy  to use and navigate, with a  clean and well‐

designed interface [12,13]. 

4. Credibility: The platform provides citations for the information it returns, allowing users to 

verify the reliability of the information [14]. 

5. Real‐time information: Perplexity AI can provide real‐time information, outperforming other 

AI chatbots like ChatGPT [15]. 

Limitations 

Perplexity AI’s  limitations  include  its  sensitivity  to  the  specific  test  set used, which may not 

always provide a consistent evaluation of its performance [16]. Additionally, while it can sometimes 

generate incorrect answers, it makes it easy for users to check the sources themselves [12]. 

The  threshold approach  is pivotally based on  the derivative  test, where  increasability phase 

exists for regions of positive derivatives, while decreasability exists in negative derivative zones, as 

shown  by  figure  (c.f.[17]).  Notably,  this  is  the  corner  stone  of  this  current  work,  namely  the 

Increasing/Decreasing test, or (IDT). 

 

Figure 1. Increasing and decreasing test. 

3. Results and Experimental Validation 

Theorem 1. The Shannonian perplexity AI, 

𝜔൫𝑝ሺ𝑛ሻ൯ ൌ  2ுሺ௣ሺ௡ሻ,𝐻൫𝑝ሺ𝑛ሻ൯ ൌ  െ∑ 𝑝ሺ𝑛ሻ𝑙𝑛𝑝ሺ𝑛ሻே
௡ୀଵ     (6)

(i) Increases forever in  𝜆  if and only if  ∃ 𝜆 ൐ 0  satisfying that: 

𝑝ሺ𝑛ሻ ൌ  𝑒ିሺఒାଵሻ,  𝜔൫𝑝ሺ𝑛ሻ൯ ൌ  2ሺఒାଵሻ,  𝜆 ൌ  െ𝑙𝑛𝑝ሺ𝑛ሻ െ 1,𝑝ሺ𝑛ሻ ∈ ሾ0,1ሿ,𝐻ሺ0ሻ ൌ 0    (7)

(ii) Decreases forever in  𝜌  if and only if  ∃ 𝜌 ൐ 0  satisfying that: 

𝑝ሺ𝑛ሻ ൌ  𝑒ሺఘିଵሻ,  𝜔൫𝑝ሺ𝑛ሻ൯ ൌ  2ሺଵିఘሻ,  𝜌 ൌ  𝑙𝑛𝑝ሺ𝑛ሻ ൅ 1,𝑝ሺ𝑛ሻ ∈ ሾ0,1ሿ,𝐻ሺ0ሻ ൌ 0      (8)

Proof 

Let 𝜔ሺ𝑥ሻ, defines perplexity, 

𝜔ሺ𝑝ሺ𝑛ሻሻ ൌ  2ுሺ௣ሺ௡ሻሻ,𝐻ሺ𝑝ሺ𝑛ሻሻ defines the Shannoian entropy of ൫c. f. , ሺ4ሻ൯   (9)
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𝐻൫𝑝ሺ𝑛ሻ൯ ൌ  െ∑ 𝑝ሺ𝑛ሻ𝑙𝑛𝑝ሺ𝑛ሻே
௡ୀଵ     (10)

ௗఠ

ௗ௣ሺ௡ሻ
ൌ  2ுሺ௣ሺ௡ሻሻሺെ∑ ሺ1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻሻே

௡ୀଵ ሻ    (11)

Communicating(11), and IDT, one gets 

ௗఠ

ௗ௣ሺ௡ሻ
൐ 0 ⟺  2ு൫௣ሺ௡ሻ൯൫െ∑ ൫1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻ൯ே

௡ୀଵ ൯ ൐  0    (12)

Since  2ு൫௣ሺ௡ሻ൯ ൐ 0, 

ௗఠ

ௗ௣ሺ௡ሻ
൐ 0 ⟺  1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻ ൏  0    (13)

1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻ ൏  0  translates to the existence of a positive real number, say  𝜆, satisfying: 

1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻ ൌ  െ𝜆   (14)

Or 

𝑝ሺ𝑛ሻ ൌ  𝑒ିሺఒାଵሻ    (15)

The normalization property implies: 

∑ 𝑝ሺ𝑛ሻ ൌ 1ே
௡ୀଵ     (16)

Engaging (7), and (16), it is implied that: 

𝑁𝑒ିሺఒାଵሻ ൌ 1 → 𝑁 ൌ  𝑒ሺఒାଵሻ    (17)

(17) translates to 

𝜆 ൌ 𝑙𝑛𝑁 െ 1    (18)

Wrapping up (9), (15),(17), and (18) yields: 

𝜔ሺ𝜆ሻ ൌ  2ுሺ௣ሺ௡ሻሻ ൌ  2ି൫∑ ௘షሺഊశభሻ൫ିሺఒାଵሻ൯ಿ
೙సభ ൯ ൌ 2ሺఒାଵሻே௘

షሺഊశభሻ
ൌ  2ሺఒାଵሻ (c.f., (7))

Moreover, 

ௗఠ

ௗ௣ሺ௡ሻ
൏ 0 ⟺  2ு൫௣ሺ௡ሻ൯൫െ∑ ൫1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻ൯ே

௡ୀଵ ൯ ൐  0    (19)

Equation (19) holds only if  ∃  a positive real number  𝜌, such that: 

1 ൅ 𝑙𝑛𝑝ሺ𝑛ሻ ൌ  𝜌     (20)

Engaging the same logic as in (i), the proof of (ii) follows. 

Experimental setup: 

The increasability zones 

Observing Figure 2, it can be seen perplexity AI increases by the progressive increase of the fine‐ 

tuner,  𝜆. 
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Figure 2. The increasability zones of perplexity AI. 

On another separate note, reading the represented data of Table 1, the only permitted case, is for 

𝜌 ൌ 1, otherwise, this violates the axiomatic probability logic. 

Table 1. Data showcasing the impossibility of existing zones of decreasability. 

𝜌  𝑝ሺ𝑛ሻ ൌ  2ሺఘିଵሻ  𝜔ሺ𝜌ሻ ൌ  2ሺଵିఘሻ 

1  1  1 

2  2.718281828  0.5 

3  7.389056099  0.25 

4  20.08553692  0.125 

Theorem  2.  The  upper  and  lower  bounds  of  Shannonian  perplexity  AI, 

𝑈𝐵௉௘௥௣௟௘௫௜௧௬ ஺ூ  ,𝑈𝐵௉௘௥௣௟௘௫௜௧௬ ஺ூ , respectively, are given by the following inequality: 

𝑈𝐵௉௘௥௣௟௘௫௜௧௬ ஺ூ ൌ ቀ1 ൅
ுሺ௣ሺ௡ሻ

௡
ቁ
൫௡ାுሺ௣ሺ௡ሻ൯

൐ 𝜔൫𝑝ሺ𝑛ሻ൯ ൐  𝐻ሺ𝑝ሺ𝑛ሻ ൌ  𝐿𝐵௉௘௥௣௟௘௫௜௧௬ ஺ூ    (21)

𝐻൫𝑝ሺ𝑛ሻ൯ ൌ  െ෍𝑝ሺ𝑛ሻ𝑙𝑛𝑝ሺ𝑛ሻ

ே

௡ୀଵ

 

Proof 

Following Taylor’s expansion of the exponential function,  𝑒௫, for  𝑥 ൐ 0 

𝑒௫ ൌ  ∑ ቀ
௫ೖ

௞!
ቁஶ

௞ୀ଴ ൐ 𝑥    (22)

Moreover, engaging Lehmer’s inequality(c.f., [18]), 

𝑒௫ ൑ ቀ1 ൅
௫

௡
ቁ
ቀ
ೣశ೙
మ ቁ
  for  𝑥,𝑛 ൐ 0    (23)

Since, 

ቀ1 ൅
௫

௡
ቁ
ቀ
ೣశ೙
మ ቁ
  ൏ ቀ1 ൅

௫

௡
ቁ
ሺ௫ା௡ሻ

  holds for all  𝑥,𝑛 ൐ 0    (24)
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Setting  𝑥 ൌ 𝐻൫𝑝ሺ𝑛ሻ൯, combined with communicating (22)‐(24), the proof follows. 

4. Conclusion, Open Problems, and Next Research Phase 

The current influential work showcases for the first time ever, the fine‐tuning of AI, is revealed 

by  using  a  novel  revolutionary  mathematical  approach.  The  analytic  findings  are  validated 

numerically. Notably, the upper and lower bounds of Perplexity AI are calculated. 

The following are some emerging open problems: 

 Assuming other media, such as “Twitter” or “Spoken English,” and other languages, such as 

“Russian,” the true entropy of written English text remains undetermined. 

 Can we replace 𝐻ሺ𝑥ሻ, by other entropies, such as Rényi, Tsallis, or  ℤ‐ entropies to fine tune the 
perplexity? The question is still open. 

 Is it feasible to calculate strict upper and lower bounds for perplexity AI? 

The next phase of research includes attempting to solve the proposed complex‐still‐open to solve 

problems, as well as the exploration of more unprecedented innovative mathematical techniques to 

advance AI. 
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