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Abstract: In the digital age, Artificial Intelligence (AI) is emerging as a transformative force in 
various sectors, including medicine. This article explores the potential of AI, akin to the magical 
genie of Aladdin’s lamp, particularly within thoracic surgery and lung cancer management. It 
examines AI applications like machine learning and deep learning in achieving more precise 
diagnoses, preoperative risk assessment, and improved surgical outcomes. The challenges and 
advancements in AI integration, especially in computer vision and multi-modal models, are 
discussed alongside their impact on robotic surgery and operating room management. Despite its 
transformative potential, implementing AI in medicine faces challenges regarding data scarcity, 
interpretability issues, and ethical concerns. Collaboration between AI and medical communities is 
essential to address these challenges and unlock the full potential of AI in revolutionizing clinical 
practice. This article underscores the importance of further research and interdisciplinary 
collaboration to ensure the safe and effective deployment of AI in real-world clinical settings. 
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Introduction 

In the digital age, Artificial Intelligence (AI) is emerging as a powerful tool poised to 
revolutionize various sectors, including medicine [1]. This transformative potential of artificial 
intelligence today is akin to the phenomenal cosmic powers of the genie contained within the 
enchanted lamp of the Aladdin tale. Like a magic genie, the applications of machine learning and 
deep learning techniques promises to grant the wishes of clinicians and surgeons yielding significant 
advancements in critical areas such as diagnosis, prognosis, treatment planning, and pharmaceutical 
research. Concerning the lung cancer, in recent years the field has seen a profound transformation, 
characterized by intricate diagnostic processes and complex therapeutic protocols that integrate 
various omics domains, ushering in a personalized and preventive healthcare approach.  

Numerous applications in thoracic surgery can be also identified, but according to the Aladdin 
tale, the three most important desires of the thoracic surgeon are: to achieve an accurate preoperative 
diagnosis of lung lesions, to evaluate and mitigate preoperative risks, and to enhance surgical 
performance by choosing a personalized surgical approach. While the potential of these 
methodologies may seem unlimited, a multitude of unanswered questions emerge regarding their 

Disclaimer/Publisher’s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and 
contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting 
from any ideas, methods, instructions, or products referred to in the content.

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 13 May 2024                   doi:10.20944/preprints202405.0759.v1

©  2024 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202405.0759.v1
http://creativecommons.org/licenses/by/4.0/


 2 

 

true effectiveness. Of particular concern are the control systems within the learning mechanisms of 
neural networks, as well as the short- and long-term supervision of their associated outcomes. 

Large Language Models (LLMs) and multi-modal models are emerging as promising 
instruments to enhance diagnostic precision, operational efficiency, and personalized care. 

LLMs and chatbot. LLMs, exemplified by GPT-3 [2] and LLaMA [3], are artificial intelligence 
models proficient in processing and generating text in a sophisticated manner. LLMs can be used to: 
Analyze medical records and reports to identify patterns and anomalies indicative of pathology; 
produce concise and comprehensible medical reports for patients and other healthcare professionals 
and create chatbots capable of delivering information and support to patients automatically. In the 
wake of the success of LLMs in various scientific domains, a significant area of research has been 
dedicated to applying these models in the medical and pharmaceutical realms [4]. M. Sallam [5] has 
examined the applicability of ChatGPT in the biomedical sector, assessing its potential in scientific 
output, clinical case analysis, and aiding in diagnosis processing, while also shedding light on the 
limitations and associated risks: ethical and copyright concerns regarding the data used to train such 
models, as well as the potential for inaccuracies in responses, occasionally lacking real or scientific 
validation (referred to colloquially as hallucination) [6,7]. To enhance reliability in the medical 
domain, several recent studies have subjected cutting-edge LLMs to additional training phases using 
strictly medical data, including publications sourced from the PubMed database [8–10]; researchers 
at Google Research and Google DeepMind have introduced Med-PaLM [11], a model designed to 
process textual data and demonstrate promising performance across various benchmarks, although 
its accuracy falls short when compared to human expert judgment. 

Computer vision and multi-modal models. Multi-modal models amalgamate diverse data 
types, including images, text, and audio, to extensively comprehend the patient and their medical 
condition. Their applications range from analyzing radiological and biomedical images to identify 
pathologies more precisely, to developing patient monitoring systems capable of early detection of 
signs of clinical deterioration, and to creating virtual assistants capable of interacting with patients 
naturally and intuitively. Since various biomedical data are not in textual form but rather in formats 
such as images, scans, or temporal sequences, several studies have proposed computer vision models 
trained on medical data. Some studies have focused on use cases such as tumor detection or 
identifying other pathologies from X-ray scans, ultrasounds, or magnetic resonance imaging [12,13]. 
Traditional computer vision algorithms relied on extracting a set of low or high-level features from 
images or videos (e.g., points of interest, color intensity, edges, etc.), and then using these features to 
train a supervised learning model such as a support vector machine (SVM) [14], random forest [15], 
or other models, for object recognition or image classification. Others have concentrated on 
developing models capable of processing data in various formats, including multi-modal ones [16]. 
The introduction of deep learning methods, particularly deep convolutional neural networks 
(CNNs), has made significant strides in recent years in the field of computer vision [17]. These 
methodologies are used in imaging in the field of radiomics, where increasing evidence shows that 
this can be used for quantitative characterization of tumors for tasks such as disease characterization 
or outcome prediction [18] surpassing, by far, the human operator and any other previous related 
technologies in image recognition and analysis. In this framework, radiomics is an emerging and 
rapidly developing field that integrates knowledge from radiology, oncology, and computer science, 
emphasizing the integration of medicine and engineering [19]. Increasing evidence shows that radi-
omics can be used for quantitative characterization of tumors for tasks such as disease 
characterization or outcome prediction which constitutes an important research direction in medical 
applications [20]. Prior to CNNs, improvements in image classification, segmentation, and object 
detection were marginal and incremental. However, the introduction of CNNs has revolutionized 
this field. Furthermore, the advent of the Transformer architecture [21] and its application to vision 
tasks [22] has enabled deep learning models to take a step ahead toward accurate performance 
[23,24]. The extension of these models to jointly process multiple input types has made them 
applicable to several real-world scenarios, and thereby increasingly appealing for the medical field. 
T. Tu and coll. at Google DeepMind recently introduced a multi-modal version of Med-PaLM, known 
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as Med-PaLM M [25]; Med-PaLM M can simultaneously process text and images and significantly 
improves diagnostic production and clinical case recognition, achieving performances comparable to 
those of human experts. 

First wish. Delving specifically into the topics of interest in thoracic surgery, the foremost desire 
is to obtain a precise, reliable preoperative diagnosis in the shortest time possible. Early detection of 
lung malignancies is crucial for improving survival rates; therefore, the management of lung nodules 
has been significantly influenced by the implementation of AI based on computer vision and multi-
modal models. The reported high variability among radiologists in detecting lung nodules and the 
elevated false-positive rate in screening programs as reported in the National Lung Screening Trial 
[26] underscore the need for tools to assist radiologists in nodule identification, measurement, risk 
stratification, and monitoring. Computer-Aided Diagnosis (CAD) techniques was developed in the 
1970s to improve the efficacy of chest radiography for nodule detection [27]. The use of computer 
algorithms in CAD systems can aid in the diagnosis of a range of medical conditions. This includes 
the use of computer-aided detection systems to help detect abnormalities or lesions in medical 
images, and computer-aided diagnosis systems to assist in the interpretation and diagnosis of 
medical images. Such systems have the potential to enhance the precision and speed of medical 
diagnosis, particularly in instances where human interpretation may be constrained or susceptible to 
errors. Among other supervised Machine Learning algorithms, SVM and Random Forest are widely 
used in the diagnosis of lung diseases, with SVM demonstrating success in increasing diagnostic 
efficiency [28] and Random Forest being effective in the classification of non-small cell lung cancer 
[29]. 

Although CAD has enhanced detection and efficiency, its adoption in clinical practice is 
impeded by the high false-positive rate [30]. Recently, the introduction of deep learning techniques 
has garnered considerable attention owing to their capacity to enhance diagnostic accuracy. The 
introduction of CNNs, by Krizhevsky et al., demonstrated their superiority in detecting lung nodules 
compared to CAD [31]. CNNs can learn features from images and have been shown to reduce the 
false-positive rate, potentially avoiding unnecessary follow-ups [32,33]. Unlike CAD, the innovation 
of CNNs lies in their ability to learn from verified data and autonomously determine previously 
unknown features, thereby maximizing classification with limited direct supervision [34]. 
Consequently, this architecture of feature extraction through convolutional layers has proven 
applicable to image classification and segmentation.  

Second wish. The second, among the three wishes of thoracic surgeons, revolves around the 
utilization of AI in forecasting and mitigating perioperative risk [35]. In recent decades, Artificial 
Intelligence has gathered substantial attention in the realm of preoperative risk assessment, resulting 
in the proliferation of numerous Machine Learning algorithms aimed at predicting the likelihood of 
major complications and mortality following surgery [36]. Within this context, AI-driven 
technologies have shown promising outcomes, providing valuable assistance in the decision-making 
process and in formulating comprehensive risk assessments, even in cases of major lung resection. 
Given the elevated morbidity rates associated with such procedures, meticulous evaluation of 
candidates to ascertain their individual risk and prognosis is of critical importance [37]. Various 
algorithms have been put forth for consideration. Among these, some, employing diverse models of 
probabilistic neural networks, have successfully estimated post-operative prognosis following lung 
resection [38] and cardio-respiratory morbidity subsequent to lung resection for non-small cell lung 
cancer (NSCLC) [39]. Others have achieved encouraging results by devising a model capable of 
delineating the risk of cardiac and pulmonary complications during the postoperative phase in 
patients undergoing anatomical lung resection through an innovative ML approach known as 
XGBOOST [40]. Lastly, additional researchers have managed to predict the onset of respiratory 
failure after lobectomy by identifying risk factors and introducing two machine learning-based 
techniques for predicting respiratory failure, serving both quality review and clinical decision-
making purposes [37]. ML algorithms hold promise in optimizing risk assessment for individual 
patients, enhancing the efficacy of preoperative evaluations, recommending suitable therapeutic 
strategies, and facilitating communication with patients and their families. 
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Third wish. The third and final wish concerns the integration of AI-based technologies in the 
operating room. While their current role remains limited, there is optimism that they will increasingly 
contribute to enhancing surgical precision and safety, facilitating intraoperative decision-making, 
and predicting postoperative outcomes in the near future. 

One of the most promising applications of AI is in robotic surgery, particularly in thoracic 
surgery and the treatment of lung cancer, where it has demonstrated reductions in hospital stay 
duration and postoperative complications. However, despite its association with AI, robotic-assisted 
surgery does not utilize AI-based technology at today but it requires constant supervision by human 
surgeons. Despite initial skepticism among surgeons regarding the feasibility of fully automated 
surgery, advancements in robotic surgery have piqued interest, leading to the exploration of the 
potential for autonomous actions in procedures like interventional radiology, endoscopy, and 
surgery [41]. 

Robotic systems offer enhanced visualization in three dimensions (3D) and magnification, along 
with effector instruments capable of wide-ranging motion, thereby augmenting surgical dexterity 
during procedures. Nonetheless, the absence of tactile feedback poses a challenge to surgical 
outcomes. Research has begun to investigate the possibility of robots learning to manage tension on 
sutures and anastomoses, or providing feedback on tissue compression through auditory cues. 
Furthermore, in striving for greater autonomy in robots, perhaps the focus should shift from haptics 
as perceived by humans to haptics as perceived by robots/computers [42]. 

The complexity of translating machine learning into effective and safe actions in humans is 
evident. AI necessitates the storage of extensive video recordings of surgical procedures, requiring 
meticulous data collection, preparation, and annotation, which must become integral to future 
medical practice. This underscores the importance of interdisciplinary collaboration between AI and 
medical communities [43]. Moreover, while AI models have demonstrated comparable or superior 
performance to humans, the complexity of these models makes it difficult to interpret and understand 
how they get to their decisions, which has led to the concept of AI models as “black boxes” [44]. 
Another major concern is the generalizability of these models to all patients, which could be 
addressed by developing continuous learning systems that utilize cloud techniques to allow for real-
time delivery of clinical records and continuous modification of the underlying training models. This 
would ensure machine-independent reproducibility of the models [45]. 

Finally, two other fields are involved in the integration of AI-based technologies in the operating 
room: education and improvement of management processes. The application of AI holds promise 
for advancing precision surgery and surgical training, with ML algorithms proposed for accurate 
assessment of surgical skills, providing feedback during learning curves and periodic evaluations 
[46,47]. Despite the clear benefits, robotic surgery is associated with prolonged procedural times and 
substantial costs, necessitating precise scheduling of surgical procedures. Improved and optimized 
surgical procedure planning, particularly in robotic surgery, can be achieved through AI algorithms 
capable of accurately planning each procedure, predicting case duration, and identifying surgeries at 
high risk of cancellation. Ultimately, the use of ML models could significantly enhance operating 
room efficiency, leading to cost savings and optimal resource utilization, especially in the face of 
challenges to healthcare system sustainability posed by the high costs of new technologies. 

Healthcare settings are witnessing an increasing integration of technologies. Within 
perioperative medicine, the implementation of machine learning algorithms holds the potential to 
drive a multidisciplinary approach, particularly in preoperative assessment, risk stratification, and 
postoperative outcomes.  

Conclusions. Despite their potential, the integration of AI in medicine presents challenges 
primarily regarding data scarcity, interpretability, and the risk of bias. Only with the application of 
AI techniques, researchers and physicians will have the potential to deal with the complexity 
represented by the quantitative aspect of the big data-related features. For this reason, oncologists, 
radiologists and surgeons should continue to integrate machine learning tools into the clinical care 
continuum of NSCLC and become part of the digital revolution that has already taken place in 
business and technology sectors. However, it is imperative to emphasize that research in this field is 
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still in its early stages, and numerous challenges must be overcome before AI can be safely and 
effectively implemented in real-world clinical settings with autonomy. Alongside the technical 
constraints highlighted, ethical and legal concerns must also be considered [48]. In particular, while 
AI in medicine holds much promise, the rights of citizens must be carefully considered. Great 
attention must be paid to the protection of privacy, which has become increasingly apparent in the 
healthcare sector, where advancements must navigate the safeguarding of personal and highly 
sensitive information. Consequently, some scientific societies have developed specific guidelines on 
this issue [49], respecting the delicate balance between progress and privacy [50]. 

The magical genie of AI promises to revolutionize medicine as we know it today. Its powers are 
still hidden, and they may be able to fulfill dreams that were previously unattainable. However, there 
are many challenges, risks, and pitfalls on this journey that must be addressed before AI can be safely 
and effectively used in real and autonomous clinical settings. 
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