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Abstract: This article systematically disproves the notion that entropy is a measure of disorder and
disproves Schrodinger's notion of negative entropy (negentropy) using multiple novel and
compelling arguments. To mathematically describe the second law of thermodynamics, the concept
of entropy was created and defined in the 1860s as heat energy divided by thermodynamic
temperature, and the entropy of an object increases when it absorbs heat. This is the uncontroversial
and fundamental nature of entropy, which is pivotal to current thermodynamics and from which
multiple facts are deduced. These facts consistently disprove the above two widely accepted
notions. Multiple biological facts (e.g., life orderliness is encoded and provided by inherited genes
rather than entropy decline) can also disprove Schrodinger's negentropy notion. This article further
elucidates the reasoning errors of the two notions. Moreover, the second law of thermodynamics
and the notion that many natural or social systems tend to become more disordered over time result
from distinct statistical probabilities and are hence independent of each other.
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1. The Fundamental Nature of Entropy: The Judgment Criterion

In the 1860s, Rudolf Clausius created the entropy concept (S) to mathematically describe the
second law of thermodynamics (Box 1) and explain the efficiency of heat-to-work conversion in
Carnot cycles[1]. The law states that heat can spontaneously flow from a hot object to a cold object
and cannot spontaneously flow reversely. The law involves two parameters, heat energy (Q), the
kinetic energy of the unordered vibration of molecules in an object [2-4] and thermodynamic
temperature (T). T is higher than zero for all objects worldwide, according to the third law of
thermodynamics [2-4].

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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Box 1. Changes of the entropy of an isolated system

In an isolated system containing only hot A and cold B, heat spontaneously flows from A to B,
and for any time point before A and B reach the same temperature, A is hotter than B (Ta >Ts>0),
the heat released by A is equal to the heat absorbed by B (Qs = —Qa>0).

The change of entropy (AS = AQ/T) of B, A, and the isolated system:

. ASe = AQs/Ts>0 because B absorbs heat (AQs>0)
. ASa = AQa/Ta<0 because A dissipates heat (Qa = —Qs <0)
. ASi-system >0 because ASi-system = ASa+ AS= AQa/Ta+ AQs/Ts
=—AQs/Ta + AQs/Ts= AQs (1/Ts— 1/Ta), AQs >0, and Ta>Ts.
The above inequality AS isystem >0 accurately describes in mathematics the second law of

thermodynamics [1,2,5].

Clausius invented the Clausius formula, AS = AQ/T, which means that, at a time point, the
increase in the entropy of an object (AS) is equal to the heat absorbed by the object (AQ) divided by
the thermodynamic temperature of the object (T)[1-6]. This formula suggests that the entropy of an
object increases when it absorbs heat from its surroundings (AQ>0) and declines when it dissipates
heat into its surroundings (AQ<0), and suggests that the entropy of an isolated system always
increases until its components reach the same temperature (Box 1), which accurately describes in
mathematics the second law of thermodynamics [1-5].

The Clausius formula defines the fundamental nature of entropy: entropy is a physical concept
analogous to energy because entropy is heat energy divided by thermodynamic temperature[2—4].
This aligns with Rudolf Clausius's statement: “...I have designedly coined the word ‘entropy’ to be
similar to ‘energy’, for these two quantities are so analogous in their physical significance...”[6] The
fundamental nature of entropy, which is uncontroversial and pivotal in current thermodynamics[2—
6], is employed in this article as the criterion to judge the correctness of other notions associated with
entropy.

The increase in the entropy of an object as a result of heat absorption can lead to at least four
types of changes: for example, a stone, metal, or ideal gas becomes hotter; an ice changes from a solid
to a liquid state; a solar battery gains electrical energy; and carbon dioxide, along with water, can
form glucose through heat-absorbing organic synthesis (photosynthesis) in plant leaves[7,8]. In the
first two types of changes, the increased heat or entropy of the object remains as heat energy, which
can be dissipated if the surroundings become colder. In contrast, some of the increased heat or
entropy of the object in the last two types of changes is stored as electrical energy or chemical energy,
which can be stored in the objects even if the surroundings become colder’.

2. Boltzmann's Statement Regarding Entropy and Life

Ludwig Boltzmann stated in 1886 that animals struggle for the entropy that is transformed from
the solar energy in plants[9] (Box 2).
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Box 2. A part of the lecture of Boltzmann on entropy and life’

... The general struggle for existence of animate beings is therefore not a struggle for raw
materials. —these, for organisms, are air, water and soil, all abundantly available —nor
for energy, which exists in plenty in any body in the form of heat (albeit unfortunately not
transformable), but a struggle for entropy, which becomes available through the transition
of energy from the hot sun to the cold earth. In order to exploit this transition as much as
possible, plants spread their immense surface of leaves and force the sun's energy, before
it falls to the earth's temperature, to perform in ways yet unexplored certain chemical
syntheses of which no one in our laboratories has so far the least idea. The products of this

chemical kitchen constitute the object of struggle of the animal world...

This statement is correct according to the fundamental nature of entropy because the entropy of
plants increases when they absorb heat from sunlight, and the increased entropy or energy is stored
as chemical energy in carbohydrate molecules through photosynthesis (Section 1)[7,8]. Animals can
use the entropy or energy stored in the carbohydrate molecules for their movement, maintenance of
their body temperatures, and other purposes, when the entropy or energy is released through the
metabolic degradation of the carbohydrate molecules in plants, which serve as animals' food.
Animals do not struggle for the heat energy abundant on Earth that they cannot utilize.

3. The Boltzmann Formula of Entropy

In 1900, Max Planck defined entropy with the equation, S = k LnW, which he termed the
Boltzmann formula because the equation originated from Boltzmann's views that the second law of
thermodynamics can be explained with the statistical probability associated with heat transfer[9,10].
In the formula, k represents the Boltzmann constant (1.38065x10-2 J/K), and W is from the German
“Wahrscheinlichkeit”, which means probability[11], representing an elusive quantity about a
probability associated with heat transfer[9,10].

To combine the Clausius formula and the Boltzmann formula, it can be deduced that, at a time
point:

AS =AQ/T =S2 — S1 =k LnW2 — k LnW1 =k (LnW2 — LnW1) = k (ALnW)

ALnW = AQ/(kT)

This shows that W is a quantity associated with heat energy and thermodynamic temperature.
Later, W was translated in English with the words of complexions, permutations, thermodynamic
probability, or multiplicity (the count of microstates)!!. Here, we just need to know that these terms
and the Boltzmann formula do not challenge the fundamental nature of entropy defined by the
Clausius formula[9-11].

4. Modern Explanations of the Second Law of Thermodynamics

The Clausius formula and the Boltzmann formula were established before or in 1900, when the
essence of heat transfer remained unknown. According to modern knowledge regarding the
structures of atoms and molecules and electromagnetic waves, heat can be transferred through
conduction (molecule collisions) in solids, convection (molecule mixing) in gases or liquids, and
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radiation through electromagnetic waves[2,4]. In all these three types of heat transfer, heat or energy
flows less from a cold object to a hot object than from the hot object to the cold object[2,4], which
explicitly explains the second law of thermodynamics.

5. Entropy Cannot Represent Disorder

In the 1880s, Hermann von Helmholtz used the word “disorder” to describe entropy, possibly
from which the notion that entropy represents disorder (higher entropy means greater disorder)
emerged[12]. This notion has been widely stated in various dictionaries[13], encyclopedias[5,6,14,15],
textbooks[2,4], and many research articles[16-23], although this notion has faced a few
challenges|3,24-27]. This notion can be disproved for the following reasons (Figure 1).

Definition of disorder: untidiness, Fundamental nature of entropy: Entropy, whose unit is

illness, and social abnormalities, JIK, is heat energy divided by thermodynamic temperature,
as defined by various dictionaries S0 an object increases its entropy if it absorbs heat. This is

and many entropy-associated the original, uncontroversial, and fundamental nature of
papers. Its unit is not J/K entropy, which is pivotal to current thermodynamics

Fact 1: Entropy and disorder have distinct meanings Fact 6: Food provides heat
Fact 2: All molecules in an ideal gas move randomly without any and thus entropy to
orderliness, regardless of how low the entropy of the gas is mammals

Fact 3: Heat absorption by plants from warm sunlight increases the Fact 7: The entropy of a
entropy of plants and usually does not cause disorder in plants fertiliz.ed egg increases by

Fact 4: Excessive heat dissipation on cold days can simultaneously billions of times during its
reduce the entropy of humans and cause illness in humans development into a mature

Fact 5: Drinking water restores the orderliness of a thirsty man and human due to the entropy
increases the man'’s entropy because entropy is an additive quantity from food

~_*= <=

)

piiy iy

Fact 9: The orderliness of life is encoded &
provided by inherited genes, not by food

Fact 8: The orderliness of life accumulates through
long-term natural selection, not by entropy decline

Figure 1. Multiple facts consistently prove that two widely notions associated with entropy are
misconceptions.

(1) Entropy and disorder have distinct meanings. According to the fundamental nature of
entropy, entropy is analogous to energy with the unit of J/K[2-4]. By contrast, according to the
explanations of disorder in various Oxford dictionaries[28], the Collins English Dictionary[29], and
some entropy-associated research articles[16-19], disorder means untidiness, illness, and social
abnormalities (e.g., violence or rioting). Disorder usually stems from the decline in the orderliness of
a system, and its unit cannot be J/K. Although some people argue that the “disorder” in
thermodynamics means different things from the “disorder” in biology, social sciences, or usual
thinking[14], the notion that entropy represents disorder has been widely applied to investigate the
“disorder” in biology and social sciences[16-23], as exemplified by Schrodinger's negative entropy
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notion, which will be detailed below. Moreover, what we argue is just that entropy does not mean
the “disorder” in biology, social sciences, or usual thinking.

(2) No molecules in an ideal gas move in an orderly manner, regardless of how much the entropy
of the gas is reduced. This suggests that entropy cannot represent disorder even in the classical system
of ideal gas in thermodynamics.

(3) Heat absorption by plants from warm sunlight, which increases the entropy of plants,
usually does not cause or add disorder to plants. Therefore, entropy cannot represent disorder in
plants.

(4) Excessive heat dissipation of humans on cold days can reduce the entropy and cause disorder
in human bodies, i.e., insufficient entropy can increase disorder in humans. Therefore, entropy cannot
represent disorder in humans.

(5) Drinking water can restore the orderliness of a thirsty man, which simultaneously increases
the entropy of the man because entropy is an additive quantity in physics (e.g., the entropy of the
isolated system composed of object A and object B in Box 1 is equal to the entropy of object A plus
the entropy of object B) [2—4]. This fact contradicts the notion that entropy represents disorder in
humans.

6. Errors in Schrodinger's Negative Entropy Notion

Nobel laureate Erwin Schrodinger stated in 1943 that life relies on negative entropy
(negentropy)[30,31], which encompasses four viewpoints shown in Box 3.

Although Schrodinger's negentropy notion contradicts Boltzmann's correct statement (Section
2), is based on the incorrect notion that entropy represents disorder (Section 5), and erroneously
substitutes the microstates (W) in the Boltzmann formula with disorder (D) in its reasoning (Box 3),
it has garnered widespread acceptance for nearly 80 years, with only a few criticisms[32-35]. Notably,
Google Scholar showed at the end of 2023 that Schrédinger's book, What is life, had been positively
cited approximately 10,000 times mainly due to the inclusion of this notion. In 2022 and 2023, this
book was cited for more than 1,000 times by authors from various countries[32—42], with few doubts
about this notion. Coinciding with the popularity of this notion, English Wikipedia and other
academic websites deliberately added the word “negative” with brackets in Boltzmann's statement
in Box 2 before “entropy”[43,44]. However, it is unlikely that Boltzmann neglected the word
"negative" because the concept of negative entropy was coined several years after his death and
Boltzmann's statement is correct according to the fundamental nature of entropy (Section 2).

The first viewpoint of Schrodinger's negentropy notion that a living organism continually
increases its entropy is incorrect because, according to the fundamental nature of entropy, healthy
humans are consistently releasing heat to their surroundings as their bodies are usually hotter than
their surroundings, and thus they consistently reduce their entropy except when they are eating,
drinking, or absorbing heat from sunlight or other warm surroundings.

The second viewpoint of Schrodinger's negentropy notion that entropy represents disorder and
is thus detrimental to animals has been disproved in Section 5. Furthermore, in biology, animal lives
are supported by three pillars: orderliness, constituent materials, energy or entropy (Figure 2), like
the software (orderliness), hardware (constituent materials), and energy required to operate a
computer. The orderliness is encoded and provided by genes inherited from parents[45], while the
constituent materials and the energy are mainly from food.
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Box 3. Two parts of the book What is life. The underlined sentences constituted the four

viewpoints of Schréodinger’s notion.

[Part 1] ... a living organism continually increases its entropy, or, as you may say, produces

positive entropy and thus tends to approach the dangerous state of maximum entropy, which is of

death. It can only keep aloof from it, i.e. alive, by continually drawing from its surroundings negative
entropy —which is something very positive as we shall immediately see. What an organism feeds
upon is negative entropy. Or, to put it less paradoxically, the essential thing in metabolism is that the

organism succeeds in freeing itself from all the entropy it cannot help producing while alive...

[Part 2] ... If D is a measure of disorder, its reciprocal, 1/D, can be regarded as a direct measure
of order. Since the logarithm of 1/D is just minus the logarithm of D, we can write Boltzmann's
equation thus:

—(entropy) = k log (1/D)

Hence the awkward expression ‘negative entropy’ can be replaced by a better one: entropy, taken

with the negative sign, is itself a measure of order. Thus the device by which an organism maintains

itself stationary at a fairly high level of orderliness ( = fairly low level of entropy) really consists in

continually sucking orderliness from its surroundings. This conclusion is less paradoxical than it

appears at first sight. Rather could it be blamed for triviality. Indeed in the case of higher animals we

know the kind of orderliness they feed upon well enough, viz. the extremely well-ordered state of

matter in more or less complicated organic compounds, which serve them as foodstuffs. After

utilizing it they return it in a very much degraded form — not entirely degraded, however, for plants

can still make use of it (These, of course, have their most powerful supply of negative entropy in the

sunlight)...
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Figure 2. Three pillars of animal lives and their origins.

The third viewpoint of Schrédinger's negentropy notion that animal food contains less entropy
than animal excreta and hence brings orderliness to animals is incorrect because it contradicts the fact
that, in biology, the orderliness of life is encoded and provided by inherited genes and accumulates
through long-term natural selection, neither provided by food nor suddenly emerging due to entropy
decline (Figure 2)[45]. Furthermore, food provides humans with heat and thus entropy to support
humans' lives with energy. Schrodinger's assumption that animal food contains less entropy than
animal excreta is incorrect because food metabolism dissipates heat, and hence animal food contains
more entropy than animal excreta. The entropy of a fertilized egg increases by billions of times during
its development into a mature human as entropy is an additive quality, due to the entropy from the
food of its mother or itself.

The fourth viewpoint of Schrodinger's negentropy notion that sunlight provides much negative
entropy to plants is incorrect because, according to the fundamental nature of entropy, the entropy
of plants, stones, ices, and other objects increases when they absorb heat from sunlight. Some of the
energy or entropy absorbed by plants is stored as chemical energy in carbohydrate molecules through
heat-absorbing photosynthesis[8]. Furthermore, in biology, sunlight or any type of energy cannot
directly provide orderliness to plants, and the orderliness in plants is also encoded and provided by
inherited genes and accumulates through long-term natural selection[45].

In recent decades, negentropy has also been employed to represent information[46], which is
also controversial[30,47].

7. Misuse of the Second Law of Thermodynamics

The second law of thermodynamics, which states that heat can flow spontaneously from hot
objects to cold objects and cannot flow reversely, has been frequently misused. For example, it was
assumed by researchers from various fields that many natural or social systems tend to become more
disordered over time due to the second law of thermodynamics[2,4-6,18,19,32,35-42]. The
assumption that many natural or social systems tend to become more disordered over time is
inherently correct due to some statistical probabilities because it is more probable for these systems
to stay at a disordered status than at an ordered status. However, these statistical probabilities are
barely due to heat transfer. Therefore, the assumption that many natural or social systems tend to
become more disordered over time and the second law of thermodynamics result from distinct
statistical probabilities, making them independent of each other.
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The reasoning errors behind the two notions and some misuses of the second law of
thermodynamics are given in Figure 3.

Entropy (8) is heat energy (Q) divided by relevant ‘ Multiple biological facts like the one
| thermodynamic temperatures (AS = AQ/T). This is the that the orderliness oflife is encoded
original and fundamental nature of entropy, which is and provided by inherited genes, not
uncontroversial and pivotal in current thermodynamics by entropy decline
\L outweighs J/ disproves J/ disproves
Entropy (8) is Entropy represents Schrodinger’'s notion of negative
positively associated | disorder, and entropy - Entropy decline can lead to
with the quantity W " | higher entropy means ' orderliness, and animals rely on
(S=Fk-LoW) greater disorder — entropy decline caused by food
\L supports /r disproves
IV is a quantity about a probability associated with | _ | Many natural or social systems tend
heat transfer. It does not represent disorder | " to become more disordered over time
Tsupports
explains elusively m— |
=| The secondlaw of |— Some probabilities barely
describes explicitly thermodynamics irrelevant associated with heat transfer ‘

T explains explicitly

Modern science regarding the structures of atoms and molecules and electromagnetic waves |

Figure 3. Reasoning of some notions about entropy. The erroneous reasoning of the two notions
disproved in this article, the major reasoning of this article, and the three approaches in explaining or
describing the second law of thermodynamics are shown with blue, red, and green arrows,
respectively.

Interestingly, although many natural or social systems tend to become more disordered over
time due to statistical probabilities, we have explicitly explained in recent years that some principles
of physics and chemistry (e.g., the second law of thermodynamics), features of the Earth, and features
of carbon atoms and other carbon-based entities (e.g., organic molecules and organisms) lead to three
mechanisms that have driven inanimate materials to evolve into complex organisms and societies on
Earth, and the evolution demonstrates a natural tendency to increase orderliness[48].

8. Conclusions

Although the two notions disproved by this article have faced a few challenges in the past
decades, the challenges, which were largely from the perspective of physics[3,25-27,32-34,49], have
not gained sufficient attention. This article clarifies the original, uncontroversial, and fundamental
nature of entropy, from which multiple facts regarding physics (e.g., ideal gases, solar battery),
chemistry (e.g., organic synthesis reactions), and biology (e.g., the roles of genes and the heat
requirement of humans) are deduced. These facts constitute novel and compelling arguments to
systematically disprove the two notions. This article clarifies the reasoning errors of the two notions
regarding entropy. Moreover, this article shows that the second law of thermodynamics and the
notion that many natural or social systems tend to become more disordered over time result from
distinct statistical probabilities, and they are hence independent of each other.

These two incorrect notions could have deeply influenced various fields in the natural and social
sciences in a misleading manner for several decades[3,24-27,32-34,49,50]. They add much difficulty
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to the understanding of entropy and thermodynamics. It is imperative to revise relevant textbooks
and dictionaries in order to minimize their negative impacts.
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