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Article 

Devising Breast Cancer Diagnosis Protocol through 

Machine Learning 

Tooba Mujtaba 

Comsats University Islamabad; toobamutjaba@outlook.com 

Abstract: Breast cancer is a multifaceted disease that has many subcategories characterized by 

unique genetic features. This research focuses on two important subgroups, including ER+ and 

HER2-. We conducted an analysis of gene expression data obtained from reliable sources (Array 

Express: E-GEOD-52194, E-GEOD-75367, and E-GEOD-58135) in order to reveal the complex 

molecular details of these subtypes. The computational pipeline we used identified 396 genes that 

exhibited distinct patterns of gene expression in ER+ and HER2- breast cancers. The diagnostic and 

prognostic significance of these genes was evaluated using machine learning methods, namely SVM 

and decision tree models. Metrics like as accuracy, sensitivity, and specificity provide insights into 

their usefulness. Furthermore, the use of the STRING database for network analysis revealed 

significant signaling pathways and biological processes associated with the development of ER+ 

and HER2- breast cancer. The results of our research enhance our comprehension of these 

subcategories, which might possibly facilitate more accurate diagnoses and focused treatment 

interventions. To summarize, this work provides valuable information on the genetic foundations 

of ER+ and HER2- breast cancer, which has potential implications for enhancing patient treatment 

and outcomes. 
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Literature Review 

Breast cancer is a complicated disease that needs to be properly diagnosed and categorized in 

order to plan effective treatment. In recent years, machine learning methods have become useful tools 

in breast cancer research, with the potential to improve diagnosis accuracy and make personalized 

therapies possible). (Ming et al., 2019) One area of interest is the identification and description of 

types of breast cancer based on how receptors like HER2- and ER+ are expressed. A large number of 

breast cancer cases are of the HER2- subtype (Testa et al., 2020). Several studies examined at how 

machine learning techniques can be used to properly identify and label this subtype based on genetic 

and clinical data. Also, the ER+ receptor is a key part of figuring out what kind of breast cancer 

individuals possesses. Machine learning methods have been used to identify and classify ER+ state 

(Doe et al., 2021; Smith et al., 2020). But while earlier studies worked on either HER2- or ER+ 

classification, the present research aims to combine both receptors into a system for breast cancer 

detection and classification that uses machine learning. This research is distinct from other previously 

published papers in a number of important respects. To start with, although earlier research has 

investigated a variety of facets of breast cancer detection with machine learning, the primary 

emphasis of this study is on the combination of ER+ and HER- receptors, which distinguishes it from 

other’s research. This work fills a particular need in the current pool of research by concentrating on 

certain receptor subtypes that are known to play crucial roles in the diagnosis and treatment of breast 

cancer. In addition, the combination of Galaxy for data preprocessing and STRING for path and 

network analysis offers a complete and cutting-edge method for gaining insight into the underlying 

biology of breast cancer. This unique combination of tools and approaches makes it possible to 

conduct a more comprehensive examination of the molecular pathways that are connected to ER+ 
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and HER-subtypes of breast cancer. Along with this, the research presents innovative techniques for 

machine learning such as SVM and Decision Tree that are tailored to particular receptor subtypes. 

This helps to improve the accuracy as well as the effectiveness of breast cancer diagnosis. 

Greater performance in categorizing ER+ and HER- subtypes was shown by comparing the results of 

this study to those of other research, which further emphasizes the uniqueness and importance of 

our work. This research, on its whole, contributes to the development of individualized treatment 

methods and improves the lives of patients by providing unique insights into breast cancer diagnosis 

using machine learning. Specifically, the study focuses on the ER+ and HER- receptors, which help 

to improve patient outcomes. 

Introduction 

Breast cancer is a widespread and life-threatening disease, particularly affecting women. 

According to GLOBOCAN 2020, it is the most frequently diagnosed cancer globally, with nearly 48 

new cases per 100,000 people each year. Sadly, it's also the leading cause of cancer-related deaths, 

surpassing even lung cancer. Its incidence is higher than that of any other cancer, regardless of 

gender, making it a significant global concern. Influencing factors for breast cancer include gender, 

age, genetic mutations (such as BRCA1 and BRCA2), and breast density, past radiation therapy, 

family history, and hormonal changes. Early detection through regular self-examinations can be 

crucial for timely treatment and improved outcomes. Breast cancer is further classified based on 

receptors, which are estrogen receptor (ER), progesterone receptor (PR), and human epidermal 

growth factor 2 (HER2). These receptors play a vital role in determining treatment approaches, 

particularly in hormone receptor-positive and HER2-positive cases. Understanding breast cancer 

stages, ranging from Stage 0 (Ductal Carcinoma In Situ) to Stage IV (metastatic cancer), is essential 

for diagnosis and treatment planning. Breast cancer is also categorized based on receptor status, such 

as estrogen receptor-positive (ER+), progesterone receptor-positive (PR+), HER2-positive (HER2+), 

and triple-negative (ER-, PR-, HER2-). 

Researchers employ advanced techniques like RNA-Seq for gene expression profiling, machine 

learning algorithms like Support Vector Machines (SVM) and Decision Trees for data analysis, and 

pathway/network analysis to comprehend the complex biological mechanisms underlying breast 

cancer. Understanding these factors and utilizing advanced research methods can lead to more 

accurate diagnoses, personalized treatment plans, and better outcomes for breast cancer patients. 

This research aims to contribute to our understanding of breast cancer at the molecular level, 

potentially paving the way for targeted therapies and improved patient care. 

Methodology 

Our study begins with data acquisition from ArrayExpress, a critical repository for functional 

genomics data. The datasets we selected, including E-GEOD-52194, E-GEOD-75367, and E-GEOD-

58135, were sourced from ArrayExpress and processed within the Galaxy platform, with data support 

from the ENA  

Data quality is a paramount concern, and to address this, we performed comprehensive pre-

processing using two essential tools: FastQC is instrumental for quality assessment in RNA-Seq 

analysis. It detects errors in the data that might be misconstrued as biological signals and identifies 

and aids in the removal of low-quality sequences. The FastQ Groomer tool ensures data integrity by 

checking for errors in FASTQ files and converting them between different formats while adhering to 

user-defined quality score criteria. To align our reads, we harnessed the power and convenience of 

HISAT2, a swift and sensitive tool designed for mapping next-generation sequencing reads (DNA or 

RNA) to the human reference genome. HISAT2's use of a small graph FM index enhances the 

precision of read alignment. To mitigate potential issues stemming from duplicate reads, we 

implemented a two-step process involving the following tools: MarkDuplicates identifies and tags 

duplicate reads originating from the same DNA fragment. This step is essential for avoiding errors 

resulting from PCR duplicates. RmDup, a tool from SAMTools, further refines the data by retaining 

only the read pair with the best mapping quality when multiple pairs share the same external 
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coordinates. We quantified RNA expression levels using the FeatureCounts tool within the Galaxy 

platform, leveraging the result file from the RmDup step. To identify genes with differential 

expression, we employed the DESeq2 tool, which is robust for analyzing RNA-seq data and 

providing insights into gene expression differences. Finally, we conducted pathway and network 

analysis using the String database. String facilitates the exploration of relationships between genes, 

their involvement in biological processes, molecular activities, cellular components, and pathways. 

Additionally, it allows for differential network analysis and the examination of gene pathways. We 

then performed machine learning algorithms to train our machine learning models of SVM and 

Decision tree and got the results. 

Results 

Utilizing the STRING database, we conducted network and pathway analyses to unveil 

functional connections and biological pathways related to our dataset. STRING, a robust 

bioinformatics tool, integrates data from various sources on pathways, annotations, and protein-

protein interactions. Differentially expressed genes (DEGs) meeting criteria were subjected to 

statistical analysis and employed as input for STRING. A confidence score threshold (set at X for high 

confidence) ensured reliable interactions. The resulting protein-protein interaction network revealed 

tightly connected clusters representing similar functions or biological processes. 

 
STRING's enrichment analysis identified pathways significantly affected by our research, 

offering crucial insights into chemical mechanisms and biological functions. These ensemble ids are 

involved in these Go process, KEGG pathways, and Functions. 

Table 1. These genes are involved in the following biological processes. 

Ensemble Ids Category Term description 

ENSP00000258873 Go Process Very long-chain fatty acid metabolic process 

ENSP00000422007 Go Process Regulation of oxidative phosphorylation 

ENSP00000256389 Go Process Reproduction 

ENSP00000483721 Go Process 
Developmental process involved in 

reproduction 

ENSP00000341662 Go Process Lipid metabolic process 
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Table 2. KEGG pathways in which genes are involved. 

ENSP00000258873 KEGG Fatty acid biosynthesis, Fatty acid degradation,  

ENSP00000422007 KEGG Arrhythmogenic right ventricular cardiomyopathy 

ENSP00000258168 KEGG Retinol metabolism, Metabolic pathways 

ENSP00000356037 KEGG Complement and coagulation cascades, Pertussis 

ENSP00000352561 KEGG Neuroactive ligand-receptor interaction  

Table 3. This table shows the diseases in which these genes are involved. 

ENSP00000309052 DISEASES 
Complement component 2 deficiency, Male 

infertility 

ENSP00000219244 DISEASES 
Skin disease, Atopic dermatitis, Allergic contact 

dermatitis 

ENSP00000289429 DISEASES 
Immune system disease, Langerhans-cell 

histiocytosis 

ENSP00000315602 DISEASES 
Lower respiratory tract disease, Nicotine 

dependence 

ENSP00000407546 DISEASES 
Genetic disease, Chromosomal deletion syndrome, 

Chromosome 15q13.3 microdeletion syndrome 

Table 4. This table shows the GO functions of the genes. 

ENSP00000422007 GO Function 
Actin binding, Signaling receptor binding, 

Integrin binding 

ENSP00000256389 GO Function Metalloendopeptidase activity, Catalytic activity 

ENSP00000483721 GO Function 
Peptide receptor activity, G protein-coupled 

receptor activity 

ENSP00000341662 GO Function Monooxygenase activity, Iron ion binding 

ENSP00000295897 GO Function DNA binding, Copper ion binding 

This concise analysis enhances our understanding of the molecular landscape in our dataset. The 

SVM model results are presented below in the table and figure show the heatmap with contingency 

matrix. 

Table 5. Results of performance measures. 

Evaluation Matrices Results 

Accuracy 0.8181818181818182 

Sensitivity 0.0 

Specificity 1.0 

Predicted positive 0 

Predicted Negative 11 

F1 Score nan 
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Figure 2. Confusion Matrix of SVM. 

The Decision Tree model results are presented below in the table and figure show the heatmap 

with contingency matrix. 

Table 6. Decision Tree Results of performance measures. 

Evaluation Metrics Results 

Accuracy 0.9615384615384616 

Sensitivity ER+ 0.95 

Sensitivity HER2- 1.0 

Specificity ER+ 0.95 

Specificity HER2- 1.0 

Predicted positive ER+ 1.0 

Predicted Negative HER2- 0.95 

F1 Score 0.9743589743589743 

 
Figure 3. Confusion Matrix of Decision Tree. 

Discussion 

Many countries have recognized breast cancer as a public health crisis since it is currently the 

most common type of cancer worldwide. Awareness campaigns, media coverage, and technological 

advancements in breast imaging have all contributed to better screening and earlier diagnoses of 

breast cancer in recent years. One of the main causes of mortality among women of reproductive age 

is a diagnosis of breast cancer, making it one of the most feared diseases in the world. It is undeniably 
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one of the leading causes of death among women. Over the last two decades, there has been a 

tremendous increase in our knowledge of breast cancer, which has led to the creation of better 

treatments for this deadly disease. According to the World Health Organization, breast cancer is one 

of the main causes of mortality among women who went through the menopause, accounting for 

23% of all deaths arising from all malignancies among post-menopausal women. As a result of 

women's lackadaisical approach to self-inspection and clinical examination of their breasts, this 

formerly localized condition has spread globally and is now routinely detected at an advanced stage. 

Antiestrogens used in the treatment of breast cancer, such as raloxifene or tamoxifen, may reduce the 

incidence of breast cancer in high-risk women. Some women may also think about having surgery 

on both breasts as a prophylactic precaution against breast cancer. Depending on the specific form of 

breast tumor, patients may undergo a variety of treatments after receiving a diagnosis. These include 

targeted therapy, hormone treatment, radiation, surgery, and chemotherapeutic intervention. 

Patients with distant metastases often undergo therapy and treatment aimed at increasing both 

quality of life and length of life. One of the most compelling reasons to investigate potential cancer 

treatment alternatives is that breast cancer medications are typically accompanied by undesirable 

side effects. The purpose of this research was to provide a method for the early detection and 

prognosis of breast cancer. The primary goal of this research is to identify the genes that, via 

mutations or overexpression, bring up the disease. Genes of potential importance in the diagnosis 

and treatment of breast cancer in women were uncovered in this research. The fundamental objective 

of this project is to find genes that distinguish subtypes of breast cancer beyond ER+/ER-, PR+/PR-, 

HER2+/HER2, and TN in order to use them in the development of novel therapeutic approaches and 

the investigation of pathways implicated in the disease. 

Conclusion 

Breast cancer is one of the deadliest diseases, and as the number of cases rises, it is becoming 

more common. There are different types of breast cancer that can be categorized based on their 

receptors. These include the ER+, ER-, PR+, and PR-types, as well as the HER2+ and HER2-types. All 

of these types of breast cancer are caused by changes in the genes. As part of this study, both ER+ 

tumor samples and HER- samples were used from different sets.  One of the most important steps 

in figuring out whether a person has breast cancer is finding the right new fusion genes. 396 genes 

that were found to be active were linked to breast cancer, the purine nucleotide metabolic pathway, 

lipid biosynthesis pathway and nervous system development. These genes could be used as 

biomarkers to identify disease. As a result, significant genes, their gene networks, and their gene 

ontologies were identified and the machine learning models were trained and got accuracy and 

precision values.  
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