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Abstract: Heart failure is a leading cause of death among people worldwide. The cost of treatment 
can be prohibitive, and early prediction of heart failure would reduce treatment costs to patients 
and hospitals. Improved prediction of readmission would also be of great help hospital, allowing 
them to better manage their treatment programs and budgets. This systematic review aims to 
summarize recent studies of predictive analytics models that have been constructed to predict heart 
failure and readmission. Some of these models use a statistical approach and others a machine 
learning approach. Electronic patient health records, including demography, physical and clinical 
values, and laboratory findings are used to design and build predictive models. Predictive analytics 
with good performance have become essential for clinicians and specialists. Choosing a suitable 
machine learning algorithm and data preprocessing technique will improve predictive model 
performance, including data imputation and class imbalance. 
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1. Introduction 

Heart disease is one of the deadliest diseases among people worldwide [1], with 50% of heart 
failure patients dying within five years [2]. Doctors use a variety of tests to diagnose heart failure, 
including physical examination, blood and laboratory tests, and family history of the disease [1]. Even 
though there is no cure for heart failure, delicate medical procedures and treatments improve quality 
of life [2]. Researchers have conducted various studies to build prediction models to assist with the 
diagnosis of heart failure: early diagnosis allows a patient to get the proper treatment and minimizes 
the seriousness of this disease. 

Medical procedures and treatments are expensive, especially for hospitalized patients [3]. To 
help reduce the expense, researchers have done numerous studies to identify heart failure patients 
who will need readmission. As information technology has developed, especially artificial 
intelligence, researchers have begun developing better early prediction systems. Including machine 
learning in the models improves their performance and prediction quality. With the right dataset and 
suitable data processing techniques, a predictive model’s performance should improve [4]. Predictive 
analytics has become the most used approach by researchers who construct predictive models using 
machine learning. In this approach, researchers use data gleaned from electronic health records to 
predict hospital readmission and mortality. However, there are serious obstacles to the development 
of predictive models that use a predictive analytics approach. Problems with data presentation and 
addressing problems such as imbalance in data class create challenges for researchers. 

In this literature review, we provide an overview of and explanation of how predictive analytics 
can be used to predict heart failure, readmission, and mortality among patients with heart failure. 
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2. Materials and Methods 

2.1. Literature Exploration 

Before starting our search for research articles on predictive analytics in heart failure, it was 
necessary to define the targets, topics, and themes necessary for predictive analytics and heart failure 
prediction: five such targets were defined. Furthermore, we chose closely related keywords that 
would be critical to our Google Scholar and PubMed search. We limited our search to the years from 
2010 to 2023 to include only the most recent studies conducted in this field. Quotation mark- and 
Boolean operators were used to search for titles and abstracts that were closely related to the defined 
topic. After doing this wide search, the next step was to select the studies to be included. 

2.2. Study Selection and Screening 

In the study selection step, several considerations went into the pairing down the articles found 
in the preliminary search, as follows: 

1. A paper must have been published in a journal or conference booklet to be selected. Books, book 
series, chapters, and others were not considered. 

2. It must be a research paper, not a review, a meta-analysis, or a literature review. 
3. We considered the credibility and quality of the publisher. To do this, we cross-checked the 

publisher and journal with Scimago/Scopus and Clarivate or the Web of Science. 
4. The final consideration is that the published papers should include the full text. Our university 

has limited access to journal subscriptions, which limited us somewhat in selecting the papers. 

To eliminate papers that varied from the topic and to select those that met our conditions, we 
read the full titles and abstracts of the selected papers, paying careful attention to the limits we set, 
which included that they contain machine learning algorithms, use a designated dataset, and have 
data processing involvement. This was important to ensure that the paper was related to heart failure 
prediction or the prediction of readmission. Papers meeting the above conditions in the screening 
stages were extracted for this review. 

2.3. Data Extraction 

The items extracted included the author’s name, year of publication, study objective, origin of 
data, dataset specifications, machine learning algorithm(s), methodology, and the evaluation of the 
model. 

2.4. Literature Review Diagram Flow 

In the search stages, combining keywords with quotation mark- and Boolean operators 
identified 3,270 publications. After applying the full set of conditions specified above, 65 papers were 
selected for this literature review. The diagram in Figure 1 below shows the flow of selection. 
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Figure 1. Literature review flow diagram. 

2.5. Classification of the Paper 

We analyzed the 65 papers to be reviewed comprehensively by classifying them into two 
categories. The first category includes 26 papers that mainly aim to predict or diagnose heart failure 
or risk of heart failure using statistical or machine learning approaches to build a predictive analytics 
model and that do heart failure prediction by building predictive analytics models, using either their 
own or open-accessed datasets. The second category includes 39 papers that aimed to predict 
readmission or mortality among patients with heart failure. They were divided into three 
subcategories: readmission, mortality, or both. Seventeen publications mainly discussed 
implementing predictive analytics models to predict rehospitalization and 14 discussed mortality 
prediction, The other eight discussed both readmission and mortality prediction. 

3. Results 

3.1. Predictive Analytics of Heart Failure Prediction 

We found in these recent studies that artificial intelligence, specifically machine learning, plays 
an important role in predicting heart failure and risk from electronic medical records. This approach 
will be of great help to the clinical decision-making process and in diagnosing patients with heart 
failure. Study [5], designed a clinical decision support system (CDSS) by implementing machine 
learning in decision-making to evaluate the severity of HF among patients with HF. Machine learning 
algorithms were involved in building the predictive models of the study and in evaluating all of the 
models by performing cross-validation of each model. The study concluded that machine learning-
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based CDSS is useful for diagnosing heart failure and is readable even when done by non-
cardiologists or non-clinician users.  

Involving more than 400,000 primary care patients, studies [6] and [7] used a machine learning 
algorithm to diagnose heart failure in primary care patients collected by the Geisinger Clinic. These 
studies were able to predict heart failure in different time windows and showed good performance. 
The models in [6] used unstructured and structured data in model building, while the models in [7] 
were built by processing EHR data. Similar to those studies, [8] used the data of real patients at King 
Saud University Medical City (KSUMC) and manually extracted the necessary information of the 
patients to be processed to predictive models using a machine learning approach in a big data 
environment. The study involved PCA's pre-processing and feature reduction techniques to obtain a 
promising predictive result. The study performed well in predicting heart failure, although the 
number of patients was only 100. 

Aside from machine learning in building its predictive models, study [9] involved more than 
one million elderly patients collected by Medicare USA and built predictive models using a 
trajectory-based disease progression model to predict heart failure among unseen patients. [10] also 
implemented the Cox hazard proportional model to predict the risk of heart failure by patients 
collected by COOL-AF Thailand between 2014 and 2017. The study evaluated their predictive model 
by calculating the model’s C-index, D-statistics, calibration plot, brier test, and survival analysis. The 
proposed model provided good prediction of heart failure.  

Study [11] described using a predictive analytics approach to predicting Heart Failure with 
preserved Ejection Fraction (HFpEF), a subtype of heart failure. This study built predictive models 
using five different machine-learning algorithms. It assessed those models using c-statistic, brier 
score, sensitivity, and specificity in the performance evaluation of the predictive models. The study 
stated that predictive analytics accurately predicted the presence of HFpEF in patients with heart 
failure. Similar to the previous model, [12] used three algorithms to predict and identify Acute 
Decompensated Heart Failure (ADHF) in patients collected by Tisch Hospital, USA. It assessed each 
model with AUC, sensitivity, and PPV to determine which model performed best. The study found 
that a machine learning-based predictive model best predicted ADHF. 

Study [13] used datasets provided by the University College of Dublin (UCD) and the 
Department of Cardiology of the Hospital University Ioannina that included 487 patients segregated 
by type of heart failure. The study implemented a feature for removal of data with more than or equal 
to 50% missing values, removed discrete features with unbalanced distribution, and detected and 
corrected the outliers and typos of the dataset. The study also performed class balancing in the next 
step by applying an under-sampling technique to the dataset. Through this approach they were able 
to obtain an ideal dataset. It generated promising results for classifying heart failure by dividing the 
main dataset into a sub-dataset for each type. 

Studies have shown that the predictive analytics approach can optimally predict heart failure. 
Furthermore, this approach can also explain how the predictive models do the prediction. [14] 
describes the use of model interpretation and feature importance explanation using the SHAP 
approach to give physicians an understanding of the models. The models of this study used five 
machine learning algorithms to process 5,004 data sets from the Medical University Hospital in 
Shanxi Province of China. It used the Shapley additive explanations (SHAP) approach for the best-
performed model to interpret the model and its feature importance. To prove the effectiveness of the 
predictive analytics approach using machine learning, the experimental study of [15] showed that in 
predicting cardiovascular disease, of which heart failure is one type, predictive analytics using 
machine learning methods outperformed other risk scales like SCORE and REGICOR. The study was 
part of an analytical observational study of the ESCARVAL RISK Cohort in Spain. In this study, the 
machine learning-based predictive models were compared to SCORE and REGICOR to predict the 
cardiovascular risk of patients in the study cohort. 

Various studies are cohort studies or use hospital data, as did the previously discussed studies. 
However, there are selected studies that build predictive models using open, public data from 
machine learning repositories such as Physionet and UCI. Researchers commonly use heart disease 
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and heart failure datasets from the UCI machine learning repository to build predictive models to 
predict heart failure and the risk of heart failure. [16], [17], and [18] used the Heart Disease dataset of 
the UCI database to build their models and involved various machine learning algorithms in their 
construction. They assessed each model with classification metrics like accuracy, precision, F1 score, 
recall, and AUC-ROC score to discover the performance of each model. 

Because the Heart Disease dataset of the UCI repository has missing values, various techniques 
must be used to address problems associated with the missing values. Study [19] removed all the 
missing values from the dataset. However, this technique might result in biased prediction results. 
[20] imputed the missing values using the k-nearest Neighbor imputation technique. The study 
resulted in better performance compared to the previous study, which only removed the missing 
values without performing imputation.  

A study by [21] showed that solving an imbalance problem might improve performance. The 
study used the SMOTE technique to address the imbalance in the Heart Disease dataset and built 
predictive models with six different algorithms. The study showed that using the balancing method 
before building their predictive models improved the predictive performance. However, because the 
dataset used had a slightly different number of each class, the imbalance correction technique was 
not necessary. In the case of [22], the study also used the SMOTE technique to solve the imbalance 
problem in the Heart Failure dataset. In the predictive model of [22], SMOTE-ENN, the SMOTE 
technique combined with ENN, was used to address the imbalance in the Heart Failure dataset. They 
did scaling and standardization techniques to normalize the dataset before addressing the imbalance. 
The study showed improved prediction performance compared to models without balancing and 
normalization. Like the previous study, [23] used the SMOTE technique and performed feature 
selection to obtain an ideal dataset with the most important features. The study resulted in good 
classification performance compared to the other studies mentioned.  

Similar to [23] that performs feature selection, [24] and [25] implemented feature selection and 
optimization to obtain the most important features for the ideal heart disease dataset from the UCI 
database. [24] adopted the KS-Test to select the optimal attributes for the dataset and built a 
predictive model using a decision tree algorithm. However, the proposed model was not significantly 
improved when using Mathew’s correlation test to evaluate its predictive model. In [25], the Lasso 
algorithm was used to select the features of the Heart Disease dataset. Compared to the previous 
study, this study resulted in better classification performance in predicting heart failure. Previous 
experimental studies pre-processed data to obtain an ideal UCI Heart Disease and Heart Failure 
dataset, so the predictive models resulted in good performance and prediction. [26] did feature 
selection using Pearson’s correlation to obtain an ideal version of the UCI heart disease dataset after 
discarding variables with missing values. The study then named the pre-processed and ideal dataset 
‘Satvi’. The study shows improved predictive model performance for the UCI Heart Disease dataset. 

Unlike other studies that used fundamental or ensemble machine learning in building their 
predictive models, [27] used a big data approach and the UCI Heart Disease dataset to analyze and 
predict heart status. The study implemented a clustering technique to filter unnecessary data and 
improve the prediction effectiveness. In this study the proposed model with a clusterization approach 
resulted in outstanding predictive performance with high CPU utilization and low processing time. 
In another study, [28], implementing quantum computing in machine learning and deep learning 
algorithms resulted in better predictive performance than conventional machine learning algorithms. 
The study solved the complex dimension and size problem of the UCI Heart Disease dataset by using 
quantum computing to build predictive models, then compared their classification performance with 
other machine learning algorithms.  

Similar to the UCI repository, Physionet provides various datasets in the field of health and 
medicine. Study [29] used datasets from the MIT-BIH and BIDMC databases, which are publicly open 
to access and use through Physionet. The study aimed to predict heart failure by analyzing the ECG 
signals from the datasets they used. By implementing a deep learning algorithm, the study was able 
to build a predictive model with good predictive model performance in terms of accuracy, sensitivity, 
and specificity in predicting heart disease. Using the MIMIC-III datasets of Physionet, [30] was able 
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to predict the length of stay for patients with heart failure by implementing machine learning to build 
their predictive models. By using several machine learning models, the predictive analytics approach 
in this study was able to provide good prediction and model performance in their evaluation stage. 
Various studies give evidence of the benefit of implementing predictive analytics to predict heart 
failure and the risk of heart failure. The predictive analytics approach will be of great help to 
participants in the health sector, especially clinicians and physicians, by making it easier to identify 
and diagnose heart failure and by estimating the risk of heart failure risk at an early date. 

3.2. Predictive Analytics for the Prediction of Readmission or Mortality 

Patients with heart failure face high risk of hospital readmission after their initial hospitalization, 
and mortality from heart failure is high. As with the implementation of predictive analytics to predict 
heart failure and its risk, this approach can be applied to predicting the need for hospitalization and 
readmission and for predicting and reducing mortality in patients with heart failure.  

3.2.1. Readmission 

EHR data was the foundation for the predictive analytics for hospital readmission among 
patients with heart failure in study [31], which used the Naïve Bayes model to build their model. The 
study used a dataset collected by Mount Sinai Hospital in 2014. The dataset had diagnosis codes, 
medications, lab measurements, surgical procedures, and vital signs. The proposed model reached 
0.78 in the AUC score with an accuracy of 83.19%. In contrast, most papers had an AUC score for 
readmission in the range of 0.6 to 0.7 [31]. Involving more than one hospital, the study of [32] 
developed predictive analytics models from the 52 hospitals in the Korea Acute Myocardial 
Infarction-National Institutes of Health (KAMIR-NIH) registry. They used data from 6, 12, and 24-
month follow-ups after hospital discharge and were able to predict rehospitalization of patients with 
acute myocardial infarction (AMI) . This study used a deep learning algorithm to build the predictive 
model. It resulted in better performance than traditional machine learning models.  

From the medical records of other countries, [33] implemented machine learning algorithms in 
the building of their predictive models to predict the risk of hospitalization for patients with heart 
failure in Rwanda. This study involved the medical records of seven hospitals and was done between 
2018 and 2019. In their model prediction assessment and evaluation, their findings showed that their 
approach was able to predict high risk of hospitalization, with good performance. From South East 
Asia, a Philippine study, [34], was able to predict readmission in a sample of 322 patients with heart 
failure who were collected from NMMC in Cagayan de Oro City, Philippines, between June 2017 and 
December 2018. They also presented risk factors associated with heart failure readmission based on 
the most successful predictive model proposed in their study. Study [35] built predictive models that 
used machine learning algorithms to predict 1- and 3-month hospitalization of patients with heart 
failure. This experimental study involved nurses and cardiologists from medical centers in Iran who 
were able to collect 230 patient records. From the data collected, the study used a data mining 
approach with the IBM SPSS Modeler to build predictive models that used machine learning 
algorithms for classification. Their study models reached up to a 0.73 AUC score for the prediction of 
readmission.  

By utilizing a database collected by University of Utah Health Care, [36] built a predictive model 
based on a self-developed algorithm to predict the readmission of patients with chronic heart failure 
and evaluated the proposed model with c-statistic, accuracy, sensitivity, specificity, PPV, and NPV 
to determine its performance. By dividing the dataset used into a three-step approach, including 
validation, this study produced a high-performance predictive analytics model that can be applied 
in various healthcare areas to improve the effectiveness of patient care. In another study involving 
university health care, [37] used more than 1 million sets of data from the University of Virginia 
Clinical Database Repository (CDR) collected over 15 years. The study described using the Random 
Forest algorithm for processing and building a predictive model from administrative data to predict 
unplanned, all-cause, 30-day readmission of patients with Chronic Heart Failure (CHF). The 
proposed model reached 0.8 AUC and an adequate c-statistic score in their evaluation of their model’s 
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ability to predict readmission. Similar to the previous study, [38] describes the implementation of 
their predictive analytics by demonstrating how their decision tree algorithm produced a transparent 
analysis of their prediction of readmission of patients with heart failure, acute myocardial infarction, 
and pneumonia. The study used a decision tree algorithm, with quite good results based on the AUC 
score of the model.  

Study [39] proposed a new data processing approach to extracting data from medical records to 
improve the performance of readmission prediction among patients with chronic diseases like heart 
failure and COPD. Their study obtained and processed data from the Center for Health Systems 
Innovation (CHSI) at Oklahoma State University (OSU). By assessing the AUC-ROC value from the 
predictive model built from a processed and balanced combined dataset, their model was able to 
predict readmission of patients with chronic disease and provides a competitive advantage for 
predictive analytics built from medical records. The study conducted by [40] used data from Partners 
Healthcare System, which is connected to several medical and health centers, to obtain patient data. 
Their studies implemented predictive analytics for the prediction of 30-day hospital readmission of 
patients with heart failure. By processing structured and unstructured data, the study was able to 
predict 30-day readmission and performed best when using their modified deep learning algorithm.  

In addition to collecting data from the hospital or health center directly, two experimental 
studies were done as part of long-term projects, the Tele-HF project from the USA [41] and the 
Gestione Integrata dello Scompenso Cardiaco (GISC) study from Italy [42]. Study [41] involved 1,653 
patients collected for the Tele-HF trial within 30 days of discharge to build predictive analytics for 
predicting readmission of patients with heart failure. The study used different machine learnings to 
build their models. It assessed them with the c-statistic value, which measures model discrimination. 
The study showed that their proposed approach provided a 17.8% improvement in predicting 30-day 
all-cause readmission. The study of [42] compared various machine learning algorithms in terms of 
their ability to predict the hospitalization of the patients with heart failure in the GISC study. By 
performing three different approaches to data imputation, the proposed models demonstrated 
various performances in predicting readmission, based on each model’s PPV, NPV, sensitivity, 
specificity, accuracy, and AUC-ROC value. The study reports that the proposed approaches were 
able to predict readmission of patients with heart failure.  

Differing from other studies, those of [43] and [44] used open, public data from the MIMIC-III 
dataset in building their predictive analytics to predict readmission of heart failure patients. [43] used 
structured and unstructured data from the MIMIC-III dataset to produce predictive models based on 
a logistic regression model. By dividing the processed dataset into five types based on the proposed 
iteration, they were able to achieve high performance in accuracy and AUC score for predicting 
readmission. Attempting a different approach, [44] used only unstructured data, clinical notes 
provided by the MIMIC-III dataset, to build their predictive models based on the NLP CNN model, 
a deep learning approach to predicting readmission. The proposed approach reached an accuracy of 
more than 70% for predicting readmission.  

Various scores and scaling techniques can be implemented in predictive models to verify and 
validate the predictive analytics approach used for predicting readmission. Study [45] developed 
predictive analytics models with 12 different machine learning algorithms and compared each 
model’s performance to the LaCE score, a common method used for predicting patient readmission. 
By assessing the AUROC value as the discrimination performance of each model, they showed that 
most of their predictive analytics models with machine learning algorithms provided better 
performance in predicting readmission than did the LaCE score. Study [46] compared their proposed 
approach, the Potentially Avoidable Readmission (PAR) approach, to determine the readmission 
score of the model and compared it with other methods, such as 3M of the Centers for Medicare and 
Medicaid Services (CMS) and Potentially Preventable Readmission (PPR). The study showed that 
their approach was able to avoid patient readmission within two weeks after discharge from the 
hospital.  

Involving expert cardiologists in the selection of features of the heart failure data collected from 
Sheba Medical Center, study [47] generated better performance in terms of a combination of accuracy, 
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F1 score, recall, precision, and AUC (CI 95%) in predicting 30-day readmission of patients with heart 
failure. The study implemented three approaches to building their predictive models, categorized by 
the method of feature selection: machine-based, human expert-based, and collaboration-based 
between machine and human features. This study provided a different perspective on developing 
predictive hospital readmission analytics. 

3.2.2. Mortality 

The ability to predict the risk of death for individual patients with heart problems would be 
extremely valuable to health care professionals and help reverse the trend toward high cost. By 
leveraging large amounts of clinical data from the Geisinger EHR, which contains the data of almost 
27,000 patients with heart failure and 276,819 episodes, [48] generated a new approach to building 
mortality prediction models that use machine learning algorithms. The study divided the dataset into 
training, validation, and prediction sets. The training set was used to build their prediction models 
by performing a split-by-year training scheme from 2013 to 2018. A validation set was used to 
validate the mortality prediction performance of the proposed models, which contained an average 
of 548 physician contacts/patient as of January 1, 2018. Their best performing predictive model was 
used to predict mortality for living patients with heart failure. This study presented good accuracy 
in predicting all-cause mortality in this large cohort. In a study done between 2013 and 2019 that 
involved data from 70 Japanese hospitals that contribute to the Tokushukai Medical Database, which 
contains the data of 1,416 patients, [49] generated machine learning-based predictive models to 
predict in-hospital mortality, initiation of acute renal replacement therapy, and mechanical 
ventilation for intensive care unit admitted patients with acute heart failure. By proposing three types 
of data; static, time-series, and a combination; the study produced varying prediction performance 
in terms of F1, recall, precision, ROC AUC, and PR AUC, especially in the prediction of in-hospital 
mortality.  

Study [50] generated a new mortality risk predictive analytics model named MARKER-HF. It 
uses the electronic medical records of 5,822 patients collected by the University of California San 
Diego (UCSD). Their model used 3,836 UCSD data sets and was validated with the data of 1,989 
patients in the UCSD dataset, 1,516 in the University of California, San Francisco (UCSF) dataset, and 
888 in the BIOSTAT-CHF dataset. The proposed model was able to predict the mortality risk 
separately for high- and low-risk groups based on the MARKER-HF score and by evaluating the AUC 
and sensitivity of the model. Like the previous study, [51] compared seven different mortality 
prediction models to predict the inpatient mortality of hospitalized patients with acute 
decompensated heart failure collected from the HealthFacts data of Cerner Corporation. This study 
evaluated seven previously proposed approaches to building a mortality predictive model from 
various datasets. It is notable that this study did not build predictive models with its own approach 
but used previously published approaches to build the models using datasets different from the 
published studies. This study showed that the seven proposed approaches tested performed well in 
predicting mortality in terms of discrimination, calibration, and specificity. Study [52] showed that 
the Seattle Heart Failure Model (SHFM) could predict mortality using the Mayo Clinic dataset, which 
contains the data of 119,749 patients collected from 1993 to 2013. The study generated their own 
proposed approach to building a prediction model, and their results showed better performance than 
the SHFM approach, with improved prediction accuracy compared to the SHFM approach.  

Studies that use open, public data, like the Heart Failure dataset from the UCI repository and 
MIMIC-III or MIMIC-IV from Physionet, benefit researchers in developing and building mortality 
risk predictive analytics models. In [53], predictive analytics models were built based on machine 
learning algorithms to predict the survival possibility in a sample of patients with heart failure. The 
study used the UCI heart failure dataset in building their models and evaluated them by their 
accuracy, precision, recall, and F1 score. The Heart Failure dataset labels patients as either dead or 
alive, which allowed the proposed models to predict mortality. Like the above study, [54] used 
various machine learning algorithms to build mortality prediction models based on the UCI heart 
failure dataset. Unlike [53]’s approaches, this study used the PCA method to determine the 
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effectiveness of dimension reduction in prediction performance. The results of this study showed that 
performance was improved in terms of classification accuracy.  

Using the same dataset, study [55] used a machine learning approach to determine the survival 
possibility of heart failure patients based on the UCI heart failure dataset. Because the dataset 
contains an imbalanced class, it used the SMOTE technique to address the imbalance problem. By 
evaluating their accuracy, precision, recall, and F1 score, the proposed models resulted in better 
prediction performance than studies [53] and [54]. However, [56] claimed that the oversampling 
technique might cause a loss of information when addressing the imbalance problem. This study 
developed a robust Random Forest classifier that could handle imbalance problems in the UCI heart 
failure dataset. With their BRF, this study was able to predict mortality using a UCI heart failure 
dataset, with fine prediction performance.  

Studies [57] and [58] similarly used special selection methods to find the most important features 
of the UCI heart failure dataset. However, in [57] the feature selection method of recursive feature 
elimination reduced the prediction performance, so they built mortality predictive models without 
the feature selection method. In contrast, study [58] showed improvement in predicting mortality. It 
used both machine learning-based feature selection and biostatistical-based feature selection to 
identify the most important features in the dataset. Predictive analytics models with the most 
important features showed better performance in terms of Matthews Correlation Coefficient (MCC), 
F1 score, accuracy, and AUC ROC.  

Leveraging the MIMIC-III dataset in Physionet, which is available to the public, study [59] 
developed predictive analytics models for all-cause in-hospital mortality of ICU-admitted patients 
with heart failure. Consisting of 30,000 ICU admitted patients, the MIMIC-III provided 13,389 cases 
of heart failure with a possible outcome of readmission or mortality. With the data of 1,177 patients 
after the pre-processing stage, the proposed models could predict mortality with good performance 
in terms of AUC-ROC and calibration c-statistic test through the machine learning algorithms used 
to build the predictive models. Like the previous experiment, [60] used the MIMIC-III dataset to 
generate predictive analytics models for the prediction of in-hospital mortality among ICU-admitted 
heart failure patients. Both studies implemented the same machine algorithm, XGBoost, to build their 
predictive models. However, although model [59] generated better prediction performance in terms 
of the AUC score, model [60] generated a 95% confidence interval. This was because the study used 
an imputation technique in addressing missing values and a feature selection technique to obtain an 
ideal MIMIC-III dataset, which resulted in a better predictive model with fine in-hospital mortality 
prediction performance. Using an updated version of the MIMIC-III dataset, the MIMIC-IV dataset, 
study [61] constructed a predictive analytics model to predict in-hospital all-cause mortality of ICU 
admitted patients with heart failure. The study evaluated its proposed model with the eICU-CRD 
database, which contains ICU-admitted heart failure-diagnosed patients. The proposed model was 
able to predict all-cause mortality with fine performance in terms of AUC-ROC and specificity by 
building predictive models using the 17 most important features selected by LASSO regression and 
presented in SHAP value. 

3.2.3. Both Readmission and Mortality 

Various studies describe the implementation of predictive analytics for the prediction of hospital 
readmission and mortality risk of patients with heart failure. Study [62] aimed to develop predictive 
analytics models to predict 30-day heart failure readmission or mortality. The study extracted a 
dataset from two core databases, the Hospital Morbidity Data Collection and Mortality Database of 
the Western Australian Data Linkage System, and used a machine learning approach to build their 
predictive models. By processing the data of more than 200,000 patients and applying pre-processing 
to the dataset, this study had good performance in predicting 30-day heart failure readmission and 
mortality in terms of AUC, AUPRC, and sensitivity compared to other proposed models and LACE 
score. Another study, [63], proposed different predictive model-building methods. By leveraging 
feature selection and dimension reduction techniques, this study showed improved sensitivity and 
the use of features lesser than their previous approach. Similar to other studies that involved a core 
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data system, study [64] used datasets extracted from EPIC EHR and the McKesson Change ECG 
Reporting System to build their predictive models for the prediction of 90-day acute heart failure 
readmission or all-cause mortality. The study used machine learning algorithms to build the 
predictive models. By assessing their proposed models with the AUC score and 95% confidence 
interval, the study generated predictive analytics to identify heart failure patients at high risk for 
either readmission or mortality, which will benefit clinicians in preventing these outcomes.  

Using prospective cohort study data collected by medical centers in Shanxi Province, China, [65] 
generated predictive analytics models with outcomes of death, readmission, and MACEs based on 
patient-reported outcomes. The study evaluated AUC and Brier scores with 95% CI to each proposed 
predictive model based on a pre-processed dataset and SHAP value to interpret the models and to 
identify predictors that lead patients to hospitalization and death. For the AUC and Brier score, the 
proposed models were able to calculate the risk of death, readmission, and MACEs of out-of-hospital 
patients with heart failure. Similar to the previous study, [66] developed predictive analytics models 
based on electronic health records (EHR) to predict 1-year in-hospital mortality, the use of positive 
inotropic agents, and 1-year all-cause readmission. Their dataset was collected from the First 
Affiliated Hospital of Dalian Medical University, China. In building the predictive models, this study 
implemented machine learning algorithms and evaluated the models with their AUC-ROC, accuracy, 
recall, precision, and Brier Score. They then presented the SHAP values to evaluate the feature 
importance of the predictive models. The proposed approaches in this study showed that the EHR-
driven predictive models resulted in good discrimination and predictive performances.  

With GWTH-HF, an in-hospital program, study [67] derived and validated risk-prediction tools 
from a large nationwide registry. This study did not use machine learning algorithms in building 
their prediction models, but used the Center for Medicare and Medicaid Services (CMS) tool for 
predicting mortality and rehospitalization. Their findings claimed that the proposed models 
improved mortality and rehospitalization prediction. Also, their findings demonstrated fair 
discriminative capacity in predicting rehospitalization.  

Unlike previously discussed studies, [68] and [69] used data from trial studies to develop 
predictive analytics for mortality risk and hospital readmission. By processing the dataset from the 
TOPCAT trial, which consists of 3,445 adult patients with heart failure, Study [68] found that their 
machine learning-based predictive models could predict the risk of mortality and rehospitalization 
among HFmrEF patients by the C-index and ROC-AUC score of the models. Like the previous study, 
[69] used the dataset from the CLEVER-HEART study, conducted between January 2008 and 
September 2018, to build machine learning-based predictive analytics models for predicting 30-day 
unplanned readmission and all-cause mortality. The assessment of the proposed models in this study 
yielded AUC scores of 0.723, 0.754, and 0.756, based on three different models. The proposed models 
performed much better than the HOSPITAL score, which had an AUC of 0.666. 

4. Discussion 

4.1. Machine Learning Algorithms Used for Building Predictive Models 

Machine learning algorithms are essential to building and developing predictive analytics 
models. After data collection and pre-processing, the objective of implementing machine learning 
algorithms is to make the decision-making of predictive analytics more accurate in predicting specific 
diseases. Various studies have shown the value of implementing machine learning algorithms in their 
predictive models. The selected papers in this literature review presented diverse machine learning 
algorithms that can be used to predict heart failure, readmission, and patient mortality. As shown in 
Figure 2, the Random Forest algorithm appeared in 31 articles. It was useful for predicting heart 
failure, readmission, and mortality from the mainly used EHR-based dataset. Logistic regression, a 
traditional machine learning and statistics approach, also has the ability to predict heart failure in 
classification cases. Some studies include Logistic Regression algorithms in their model comparison 
because this algorithm provides a simple approach to implementation and offers an understandable 
interpretation. 
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Figure 2. Machine learning algorithms used in selected research articles. 

Support Vector Machine (SVM), eXtreme Gradient Boosting (XGBoost), and Decision Tree (DT) 
placed in the top five machine learning algorithms used for building predictive analytics for heart 
failure prediction. Like Random Forest, XGBoost is an ensemble of learning algorithms that uses 
combinations of classification trees to obtain an optimal classification result. Unlike the above 
ensemble learnings, SVM and Decision Trees are traditional machine learning algorithm methods 
that are commonly used for classification and regression. Other machine learning algorithms that 
seldom appeared in the elected studies are k-Nearest Neighbor, Adaboost, Bagging, Naïve Bayes, 
and Multilayer Perception (MLP). Other than machine learning algorithms, various studies have used 
neural networks and deep learning algorithms to build their predictive analytics. The use of deep 
learning algorithms would generate much better results than conventional machine learning 
approaches. However, deep learning requires enormous amounts of data, and the models tend to be 
challenging to interpret. Such algorithms are ubiquitous and free to use for building predictive 
models. 

Of the studies in this literature review, five used algorithms different from those previously 
mentioned. Study [36] used voting feature classifier models in building their predictive analytics. [51] 
used classifier models modified from previously used and published approaches to building 
predictive analytics for the prediction of mortality for heart failure patients. By implementing a 
multivariable approach, [9] designed a directed acyclic graph-based model to predict heart failure 
from the unseen disease history of patients. Unlike other studies, [10] used the Cox Proportional 
Hazard model to predict heart failure. By analyzing the time to-hazard event to obtain the baseline 
survival probability and calculating it with the prognostic index of heart failure, the study was able 
to build a successful predictive model. [67] used the Center for Medicare & Medicaid Service (CMS) 
approach to predicting the rehospitalization and mortality of patients with heart failure. This 
approach is commonly used in the measurement of all-cause mortality and readmission of disease-
diagnosed patients. These five studies show that various approaches and models can be implemented 
to build predictive analytics models that predict heart failure risk. Various measurements, scores, 
and scales for building mortality and readmission predictive analytics models, such as CMS, LACE, 
3M PPR, and HOSPITAL, are worth considering and evaluating. 

4.2. Data Pre-Processing Implementation in Building Predictive Models 

In predictive analytics, obtaining an ideal dataset is a process that allows the predictive models 
to achieve satisfactory performance in predicting heart failure risk. As a crucial part of building a 
predictive model, the pre-processing step leads to much better results in predicting heart failure than 
can be obtained by models that do not do pre-processing. Most studies in this literature review 
implemented a pre-processing stage. Their results showed differences and improvements compared 
to studies that did not do pre-processing. Most of the studies did a simple pre-processing stage in 
which they reviewed the dataset manually and selected relevant features that supported the studies; 
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however, some studies used specific pre-processing techniques and methods that involved either 
algorithms or statistical approaches. By dividing pre-processing steps into data cleaning, 
transformation, reduction, and balancing, the following table shows the studies that used algorithms 
or statistical approach-based pre-processing techniques. 

Table 1. Pre-processing techniques used in selected articles. 

Pre-processing Step Article Frequent method 

Data Cleaning 

[7], [13], [19], [20], [23], [26], [28], 
[32], [33], [34], [35], [36], [39], [40], 
[42], [41], [45], [46], [47], [54], [55], 

[60], [64], [65], [66], [68], [69] 

Mean imputation, predictive mean 
matching, median imputation, 

random forest imputation, kNN 
imputation, XGBoost imputation, 

and missForest 

Data Transformation 

[13], [14], [22], [23], [24], [25], [26], 
[30], [31], [34], [36], [39], [41], [42], 
[43], [47], [54], [55], [58], [60], [62], 

[33], [63], [64], [65], [69] 

Recursive feature elminiation, 
SelectKBest, Chi-Square, Pearson's 

correlation, KS-Test, T-Test 

Data Reduction [47], [50], [54] PCA 

Data Balancing 
[13], [14], [21], [22], [23], [32], [33], 

[39], [43], [55], [62], [65], [66]  
SMOTE, Under-sampling, Over-

sampling, ADASYSN 

Data cleaning includes removing missing values from the dataset and performing imputation 
techniques to impute the missing values. The mean imputation frequently appears in various studies, 
while the machine learning-based imputation technique obtained better results than statistical-based 
imputation. Data transformation that includes normalization, scaling, standardization, and/or feature 
selection for pre-processing can be used to obtain the ideal dataset. Because their data did not need 
to be standardized or normalized, not many of the selected studies used scaling, normalization, or 
standardization. However, feature selection appears in many studies in this literature review. The 
most used feature selection technique is Chi-square, and in various studies, this feature selection 
technique gives a promising performance result. Many studies used machine learning-based feature 
selection in post-processing to describe and present the most important features that influenced their 
prediction. Data reduction in the above table shows the use of dimensionality reduction to produce 
small dimensions of features in a dataset. Principal component analysis, or PCA, was the most 
frequently used type in the selected articles.  Data balancing was done in studies with imbalanced 
classes to obtain the ideal dataset. The most used data balancing technique was the SMOTE method. 
Some selected papers mentioned under-sampling and over-sampling methods, but they did not 
mention the specific names of the methods. Implementing a pre-processing technique would 
remarkably improve prediction performance. Pre-processing techniques like feature selection can 
also be used in post-processing to present the most important features that would allow clinicians 
and experts to understand the predictive models’ results in predicting heart failure risks. Many pre-
processing techniques can be used in the development of predictive analytics; however, critical 
evaluation of each technique is necessary to generate the most ideal predictive models. 

4.3. Data Specification Used in Building Predictive Models 

The dataset is a critical factor in building heart failure risk predictive analytics models. However, 
to find an ideal dataset we need to first understand the dataset specifications necessary for building 
models that can predict the target disease. Demographic data such as age, gender, and race frequently 
appear in published studies and are used in their predictive analytics building. Study [47], which 
involved experts in selecting the features most related to heart failure risk prediction, reported that 
gender, age, and body mass index; expert-recommended demographical data; were the features most 
closely related to the risk of heart failure. For readmission prediction, [62] and [63] used a t-test 
approach and found age to be the leading feature for predicting 30-day heart failure readmission or 
death. These two studies give evidence of the importance of the use of demographical data. Through 
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the use of an open dataset from the UCI database with SelectKBest and the chi-square method, study 
[23] showed that sex and age impacted heart failure prediction. 

The results for the predictive analytics models that predicted heart failure and readmission did 
not result in differences in their demographic data, with the various studies finding similar 
correlations. Age and sex appeared 40 and 37 times in the papers for heart failure and remission, 
respectively. Similar to demographic data, the physical and clinical values of patients were essential 
to building an effective predictive analytics model for heart failure prediction. Physical and clinical 
values such as weight, diastolic and systolic blood pressure, and heart rate are patient data that 
clinicians routinely collect. According to the selected papers, both diastolic and systolic blood 
pressure, heart rate, weight or BMI, respiratory rate, and temperature, appeared 22, 19, 18, 10, and 7 
times, respectively. This indicates the importance of physical and clinical values in improving the 
prediction performance of heart failure predictive analytics models. Because these values have been 
shown to be indicators of heart conditions, they are essential for building an accurate heart failure 
predictive model. Other variables, such as lifestyle variables should also be considered. 

In the selected papers, smoking and alcohol appeared 15 and 6 times, respectively. Both would 
be useful for heart failure risk prediction because they have been shown to be related to heart disease. 
In various studies, comorbidities have been essential to building predictive models for the prediction 
of heart failure or readmission, appearing 23 times in the selected papers. Study [52] showed that 
including comorbidity data would lead to prediction performance improvement compared to models 
without comorbidity data. The comorbidities of patients might be related to the worsening of their 
condition, especially for patients with heart failure. The figure below summarizes the data categories 
described in the selected papers. 

Note that various papers used the same open data, so we combined them. For example, ten 
papers used the UCI heart disease dataset, so we reported their data together in the table. The number 
presented in Figure 3 is the total times specific data types appeared in the selected papers. According 
to the attached figure, various studies used data like medication information and ECG values in 
building their models. However, a few studies used unstructured data like doctor notes. Study [43] 
used feature selection from unstructured data to predict hospital readmission. By processing patient 
data, such as patient descriptions, clinical notes, discharge summaries, diagnoses and procedures, 
and admission events, the study was able to generate models that predicted readmission of heart 
failure patients, with good AUC performance scores. Processing unstructured data to build a heart 
failure predictive model is suitable for in-house applications like telemedicine, where the clinician 
collects patient data by phone. However, in most cases additional data like demographic data and 
physical and clinical values are necessary to improve the prediction. Understanding the dataset is 
essential to building the ideal and optimal predictive analytics models for heart failure prediction. 
We can generate predictive models with satisfactory prediction performance by selecting the right 
features and variables and choosing a suitable model. 

 
Figure 3. Data categories reported in the selected papers. 
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4.4. Publication by Year 

Figure 4 below presents the publication trend of papers reporting predictive analytics for heart 
failure prediction based on refined search results. The graph clearly shows a yearly increase in 
published papers using predictive analytics. The highest increase was seen in 2021, with about 130 
papers published. 

 

Figure 4. Publication by year based on refined-search results. 

We broke down the selected papers above into four well-known methodologies used in the 
building of predictive models, as in Figure 5. The first is a medical approach, commonly used by 
medical field experts like doctors and clinicians to develop predictive models based on medical or 
clinical approaches such as physical examination and laboratory tests. The second is a statistical 
approach to modeling the predictive analytics. There are various statistical analysis approaches, 
including the Cox hazard proportional approach. The third is machine learning, an artificial 
intelligence-based approach that is widespread among researchers and that is especially useful for 
developing predictive analytics models. The last methodology uses big data and data mining through 
which researchers use various big data applications to build predictive models. The researchers of a 
few studies combined big data and machine learning approaches. 

 

Figure 5. Methodology used in heart failure predictive analytics papers between 2010 and 2023. 

5. Conclusions 

Heart failure is one of the most common and deadliest diseases among people worldwide, and 
many clinicians and experts are hoping for the development of useful methods of predicting the risk 
of heart failure. The use of technologies such as machine learning makes the predicting heart failure 
risk much easier and more accurate and is of great value to patients. Predictive analytics can be used 
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by clinicians and other experts to predict heart failure and readmission. Many studies have been done 
worldwide in the last decade                  
to build heart failure predictive analytics models. Future predictive analytics models with more 
accurate and timely prediction performance will be important to the decision-making of clinicians 
and other experts. 
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