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Abstract: Although the behavioral mechanism studying is a difficult and complex task, it can produce an
important systems optimization impact. In this work, we use, in this paper, inference system approach to
represent reasoning mechanism and the operations of dynamic systems to extract mental representations from
traveling salesman and convert them into cognitive structures. For this we develop an extraction automatic
method to create knowledge bases and, later, data are stocked into structure based on transition maps and the
performances of these created maps get improved through combining the reinforcement learning thus augment
traveller's deciding capacity from historical data. These transition maps help to find best actions for obtaining
useful new policies. Generated intermediate transition maps are gathered to give a global map called main
map whose advantage is to improve the learning process. The main idea of this approach is to improve learning
capability by using a reinforcement learning technique as exploration and exploitation strategy of the
metaheuristique GRASP method and the use of the fuzze logical rules mechanism allowing concepts model to
have more variability of states. The results obtained after simulation as presented in this paper are very
encouraging.

Keywords: mental representation; GRASP metaheuristic; optimization

1. Introduction

In the litterature, the traveling salesman problem (TSP) is the more intensively studied
optimization problem. TSP requires a large computational capacity which gives it properties similar
to NP-hard combinatorial problems which require the use of heuristic techniques when looking for
solutions. TSP, is described as follows: A tour is formed by n cities, each city is visited once and return
to the starting one. The complete tour is must be combined by all cities and objective is to
minimizing/maximizing costs of the deplacement. Mathematically, TSP is well defined and
understood but there are no exact methods to solve it and heuristic methods are the only way
currently to work with (Donald, 2010; Chaudhuri, Kajal, 2010). The cognitive approach (Tolman,
1948) is concerned when knowledge acquisition situations in which the learner must assume complex
reasoning activities tending towards an explicit goal. So, knowledge modélisation with rules of
inference and concept networks is researchers prefered formalization in computer studies. inference
systems are a powerful tool that responds favorably to the needs of researchers in this area. In this
work, the reasoning task realised by the traveler to deel with the best minimum/maximum cost tour
is recognised as a cognitive task. Starting from this remark, we present, in this paper, a new
approach vision for optimizing TSP decision making in reasoning task based on cognitive formalism
augmented by reinforcement machine learning RL (Maikel, Maria, Garcia, Koen, 2004; Elpiniki,
Peter, 2008).

A special case of inference system is the one proposed by Kosko in 1986 (Kosko, 1986) called
causal graph diagram which are wholly established techniques based on Axelrod's cognitive maps
(CM) (Axelrod, 1976) here the values of the weights are in the 'intercale [-1, 1] or [0, 1] which now
imply fuzzy causal relationships between the concepts of the system (Donald, 2010; Jacek, 1996;
Zhong, 2008). Figure 1 shows an inference system where Each vertex represents a concept (property
of the system to be studied) whose state represents the degree of its membership function and having
a numerical value in the interval [0, 1].
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Figure 1. Example of an inference system.
2. Research Method

2.1. Theoretical approach basis

The operation of inference systems consists in evaluating the outputs by incorporating into the
system a set of rules natural language based. For there to be compatibility between the sensor data,
these rules and the output parameters, a fuzzy system must be broken down into three parts.

The fuzzification process is to translate digital data from a sensor concepts into a linguistic
variable. The designer formulated membership function of the fuzzy system extract linguistic
variables from quantitative sensor data (for example, data coming from a sensor could be distance =
25.03 meters. After fuzzification, we would have so distance = 30% near, 50% medium, 20% far). The
inference mechanism then applies each of the inference rules during this second step. These rules of
inference represent the knowledge that we have about the system formulated by the experts of the
studied domain. The defuzzification process, which constitutes the last step, consists in merging the
different commands generated by the inference mechanism and transforming this output linguistic
variable into numerical data. Thus, three principal elements are necessary to define fuzzy system:

1. Input/Output Fuzzy variables,
2. A fuzzy rules set, and
3. A mechanism Fuzzy inference.

The causal relations between concepts are represented by directed edges with signed numbers,
called links or a weight, that indicant's the degrees of the concepts relationship. The weights link
values between concepts are depicted as matrixes as show on Figure 1. The vector A=(0.3, 0.1, 0.1)
is a system state vector shown by Figure 1 and the inference process is defined by an iterative matrix
calculation process. Suppose Vu be the state vector after the nth iterative calculation process starting
from initial state vector Vo, and W be the causal weight values matrix, the inference process is
assumed as a repeating process of Equation 1 calculating until the system convergence to stable state,
otherwise the system diverge.

Vit =f (v, XW +Vn) (1)

Where f is habitually defined as:

1(x>1)
Jx) = { x(1>x>-1I)

~1(-1<x)
The final steady state (output vector after convergence systems) is a system feedback to the
making environment changes. Throughout inference process, state transitions are invisible to users.

2.2. Reinforcement machine learning processes

The decision is made through a process of trial/error process where, in each state s of the state
space S, the experimenter selects randomly an action a from possible actions set A because
reinforcement machine learning (Ottoni et al., 2022) is based on the interaction in an unknown
environment. The choice of action is guided by defined policy 7 such that a = n(s). In response, the
system receives a reward r = R(s, a) and moves to the next state s" = T(s, a). The interactions <s, a, 1, s’
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> between the entity and the environment continue until the system reaches a terminal state leading
to the end of the steps. The Markov Decision Process (MDP) framework is the formal description of
reinforcement machine learning and is defined by:

. States sets € S,

e Actionsset a€ A(s),

e  Reward function (s, a) € R, and

e  Transition probability between states Q(s "I s, a) = Qa(s, s°).

Beginning with any initial state, the objective is to find the best action policy strategy that
achieves maximizing rewards in all steps where the traveler action choice is according to these

outputs. So, the environment either sends award or penalty defined by r, =h('s,,a,,s,,,;). The ¢

value of a state s €S subordinated to an action a is defined as the return reward that traveller can
expect to obtain by selecting this action in a state s by following policy .

v (s.a)=max y"(s.a) )

The optimal policy 7 ('s)=arg max, ¥ (s,a) is defined by the optimal ¢-function action
l//*( s,a)=max, ¥"(s,a) which makes it possible to determine the optimal state-action with the

following policy 7*if W' (s, a)=maxy” (s, a)allows to define the optimal policy where (s, a)
= E Zyri and ¢*(s, a) is the optimal state-action with following policy and if we reach the y*(s;, ai) for
each pair (s, a) then we say that the goal can be reached starting from any initial state, in this case
the update equation of the learning parameter is:

W'(s,a)=(1-a)y'(s,a)+alr+ymaxy'(s,a)l 3)

2.3. Greedy randomized adaptive search procedure

The Greedy Randomize Adaptive Search Procedure (GRASP) method (Kitjacharoenchai, et al,
2019) is a metqgheuristic iterative process, where two phases are necessary at each iteration phase. The
first phase is constructive builds a realizable solutions and the second phase is the local search phase.
During the Local Search Phase LSP investigations are for searching the best neighbourhood solution
and the constructive phase continues until a local minimum be found and the best solution is kept as
a final solution. In this manner, the LSP phase consists in improving solution obtained during the
constructive phase. The probabilistic aspect of GRASP method is given by the randomly action choice
among the possible actions of actions set A, not necessarily the best. The selection criterion, in this
case, is reduced to the greedy criterion. For more understand, the LSP phase consists of successively
replacing the current solution with a better one from its neighbourhood, so it works iteratively and
the search algorithm success depends on the neighbourhood choice.

. GRASP-Lezarning Metaheuristic
Pseudo code of RL-GRASP Algorithm S e
Run Mmax lterations

A
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Figure 2. Framework of the reinforcement GRASP-Learning Method (Jeremiah, et al., 2022).
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Here, TSP is studied in order to show how learning capability is improved and a data acquisition
issue of the model has been addressed in the rationale of the proposed framework. In complex
adaptive system the capacity to memorize most previously encountered states, enables it to mount a
more effective reaction in any future encounters of the same state. However, these explain the
mathematical adjustment basis of mathematical of the Q-learning algorithm in the sense of
instructing the system to consider optimally its history, i.e. the learning parameter value i) aim to
memorize the state visited.

For all and each interaction with the environment, the dynamic systems are distinguished by
their dynamic improvements in current policy . So this is a local improvement that does not require
an assessment of the overall strategy. This observation exiges that the value of the {-function in step
(i+1) must be equal to 0. mathematically, it is traslated by: ¢ (si1, a) = 0 and therefore equation (3) of
the function { becomes as follows:

W™ (si, ai) = w'(si, ai) + o [ri— y(si, ai)] (4)

The y-function value enables system to apply a more effective action in any state previously
visited. So, the 1-function value is here to instruct to optimally consideration the historical past. If
the agent is in a one state that is already visited with a { value it will be directly exploited to move

to the next state, otherwise he will explore the possible actions in this state according to their
respective probabilities.i)-function value update is achieved using following two equation described

below:
W' (sha,) =y (s.a,)+a(1-y'(s,a,))  Ififr-1 )
v (s,a,)=(1-ay'(s,a,) I/ if r=0 )

The all states of the system are defined after fuzzyfication stage by the input sensory concepts
type. The output vector is represented by, after one step, the output concepts type concepts that
represent the realised actions after defuzzyfication operation. the decision-making mechanism is
represented by the motor concepts. The explorations task of the actions implys' a linear update
scheme of probabilities QO (Ramos, et al., 2003).

Q5 (si, a;) = Qsi, ai) + B(1 - Q(si, ai)) //Ifr =1 @)
Q8 (55, a;) = (1-B)Q* (si, ai) HIfr=20 (8)

2.4. The Proposed approach to improve making decision

All dynamic system requires a balance between exploitation process and exploration process in
the optimal actions search where an imbalance situation can generate either a premature
convergence, to a chaotic state, or a divergence to deadlock situation. This equilibrium is achieved
through combination of the reinforcement learning paradigm implemented by Q-Learning algorithm
and GRASP metaheuristic based method in performing actions. The actions selecting method is
achieved by fuzzy rules based system formed by a set of if-then linguistic rules where inputs/outputs
are fuzzy statements as bellows:

if a set of conditions are satisfied then a set of results can be inferred

The proposed technic that using theoretical aspects described above is summarized by pseudo
code of equations (9) and (10). Updating values of the learning function

vi(sp,a)=(1-a)y'(s,a)+o(r+ymaxy'(s'.a;)) ©)

s the current state, a the action executed in the state s, r the reward,, s’ the new state, Bis a
discount parameter (0<fKI), learning factor a0 <o<I). The updating values of (i, probability is given
the equation 10:
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Q' (a)=2"(a )+ B[1-2"(a,)] (10)

2.5. Treating TSP as a sequential decision process

One of the alternatives to treat TSP as a sequential decision problem (Donald, 2010; Feo,
Resende, 1995) is to consider the states set S formed by all cities to solve it where the states set
cardinality is equal to the problem instance size. These reduce the risk that S suffers the curse of
dimensionality. In our case study, TSP is treated as same as a sequential decision problem based on
this alternative. To better explain our proposed approach, let we consider a five cities TSP instances
as shown in the M(N, A, W) map Figure 5. N is the set of nodes, A the set of arcs between nodes and
W is the weight of arcs. a1z corresponds to visit city sz from city s1.

Consider the map M(N,A,W), the quintuplet D = (T, S, A, Q, ¢, W} is the representation as a
sequential decision process and is defined for TSP as follows:

1. Iteration set T: defined by T ={1,..., N}, everywhere the number N of cities which form a TSP
routeisa cardinality of T.
2. States set S: represented by S = {si,..., s}, that all state si, i=1,...,.N corresponds to a one city.
3. Possible actions set A: denoted by:
Ap ={ UAp (s), i=1...N) = {ai2, ais,... , ann-1}
—)Ap ={a12,..., am}u.... L/{ajw,..., aN(N.1)}
—Ap = {a1,... , axN-1}
4. Transition probability O: probability function of states s €S were Qii(sjlsi, ai;) are the probabilities
to found state s; from state si selecting action a;.
5. y-learning parameter: the values of each pair of state/action designed the quality function denoted
Y (siai).
6.  Weight matrix W: involve weight between two concepts and it is a function of S X S in R assigning
a weight Wj to each pair (sisj). The way to initialize weights is that Wi is taken inversely
proportional to the distance between states cities Wij = 1/d.i.

According to the proposed approach described above, Figure 3 represents the solution process
with reinforcement machine learning technique.

TN r N 2 N s 7N In N
(e (e e e e ()
So S1 S2 2 Sn-1 el g,

Figure 3. Solution of TSP represented as a reinforcement learning Problem.

Note that some actions cannot be available when building a solution. To elucidate this constraint,
consider the following partial solution:  Solution,, : s;—>s2 —s3

Solutiony designate, in step 3 and in state s3 , the available possible actions are A(ss)= {as4, a3s},
since the "cities" s1 and s2 (action as1 and a32) are not allowed to avoid repetitions in itinerary.

In conclusion, the main traveling salesman objective is to find shortest path of visiting n cities
exactly one and only once before to return to initial city (Leon et al, 2013) where djj represents distance
between cities i and j; In the permutation matrix, decision variable xij= 1 income that the path is from
city i to city j; xij= 0 be a sign of the route which isn’t chosen by the salesman. Equation (8) represents
the objective function, and equations (12) (13) designate constraints that each city will be visited only
one. One solution to the problem, can be encoded as a permutation matrix, i.e. a binary square matrix
containing exactly one '1' per column and row. In this matrix, a line represents a city and a column
indicates the order of visiting this city's during a tour. For Figure 4, one possible tour denoted by
CEBADC (535552515453) in graph of Figure 4 is shown in Table 1.
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Figure 4. TSP Graph with 5 cities.

Table 1. Matrix of TSP with 5-cities.

S Sz 83 Sy S's
S 0 0 0 1 0
S2 0 0 1 0 0
S3 1 0 0 0 0
Sy 0 0 0 0 1
S 0 1 0 0 0

2.6. Inference model for Solving TSP

The inference mechanism, by if-then rules of the fuzzy logic, start after fuzzyfication process of
the input data's in the value interval [0, 1] is accomplished. At each iteration or episode in the search
for the acceptable solution, the modelled system is in a state which is represented by concepts of an
inference system constructed at this stage called transition card. The traveler of commerce arrived
at this stage is always seeking to transit to a future city (state), among the possible cities (possible
states) by optimizing the reward of the environment and respecting the constraints imposed, a city is
visited once and only once, by adapting his behaviour by removing actions that are not permitted at

this stage.

ﬂxv/'@

Figure 5. of Transition map.

X new state, dx....awi possible actions at step k and y....y: are possible cities to visits. The
behaviour is also guided at each step by using the A parameter transition between state si, this
parameter is equal to 0 if the state is not visited and equal to 1 if the state is already visited.

city is visited
state not visited

For TSP the fuzzy rules can be designated as:

Rulex : IF x1 is s1 and x2 is s2...and xk is sk THEN y« is O«

Where x1,x2,...,xkare the input at step k. si,s2,...sx the membership function of the fuzzy rules
represents states and y« the rule Rulex output designated by the membership function Ok. This fuzzy
rule is also known as Mamdani fuzzy type model or linguistic fuzzy model. In our example TSP case
study, the fuzzy rule associated for the transition card at step k can became as:
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If xiis Cand x2is E and xs is B and x4 is A thenyis D

If xiis Cand x2is B and xsis A and xsis D thenyis E

In the example above we described the traveler behaviour at a step in final decision in order to
help the reader better understand the mechanism of reasoning implemented in this work. The next
following example describes an intermediate situation at step 3. The traveler has to choose between
two actions that lead to two different states. In step 3 the salesman person is in the city D where initial
starting state is A and was the city he passed is the city C, the next possible cities are city B or city E;
therefore the traveler must choose the city be visited in next step. Because balanced between
exploration and exploitation must be assured based on the data of the table of the parameter function
Y values and on the possible action probability at each step the traveler has visited the cities A, C and
transition D and now have to choose the next city to visit. Here there are two options either to go to the city B
or city E. based on the constructed map Figure 6 , the choice is guided by the probabilities of possible actions
at this level and the value of the function  if it has already taken this path. Output vectors as a solution step
are:

SOlstepl(I 010 0), SOlstepZ(l 011 0), SOlstep3(1 111 0), SOlstepé!(I 111 1)

Figure 6. Transition map at step 3.

As we have indicated bellow there is two possible actions namely aps and ape and their
corresponding -values and probabilities are as depicted in Table 2. The i-function values of (state,
action) initially receives a null value for all items, i.e. {/(siaij) = 0, and a table of action probabilities
initially receives a 1/n  value for everyone actions at each associated state and # is the number of
actions at this stage. At all iteration, the {-value and probability actions updated are made with
applying pseudo code described in section 2.4. The 1 value is smoothed to 1 for the success concept,
which income that this concept is active, after the environment's response on the action that give the
best result.

Table 2. Probability of actions and {-learning function Parameters.

Action; Q(ay) WeLearning(Siy @i)
Actionpp Qup Value (B ax)
Value
Actionpg Qq. Value (E a)
Value

3. Results and Discussions

The objective in this paper is not the search for the optimal solution of TSP because there are
several methods that have given good results. The targeted objective here is behavioral adaptation
(Holland, 2006; Elpiniki, Peter, 2004; Web TSP page, 2010) in decision making during an
autonomous entity reasoning mechanism, combining recurrent neural networks with fuzzy logic.
Tests were carried out using four instances of the TSPLIB library from TSP web page: Burmal4,
ulyssel6, grl7 and bays29. These fore instances are useful small test data sets for TSP algorithms. For
the information about instances used in the experiment is presented in Table 3:

Table 3. Information TSP instances.

TSP Lib instance Number of cities Optimal solution
bays29 29 2020
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grl7 17 2085
Ulysses16 16 6859
Burmal4 14 3323

All statistics generated after 250 runs on each city set are shown in Table 4 below:

Table 4. Statistics Comparison.

Deviation
Deviation Augmented augmented
Conventional ) Inference Inference
Instances Number of Conventional
iteration Inference Inference System System
System System Reinf. GRASP Reinf.
method GRASP
method
bays29 250 2560 26.03% 2155 0.29%
grl7 250 2630 23,31% 2109 0,17%
Burmal4 250 4624 34.15% 3334 0,33%
Ulysses16 250 8726 27,21% 6873 0,20%

Reinforcement learning GRASP method used here to improve conventional Kosko's inference
system shows that inference system have learn from experiences capability and an historical past
optimal way use to model and simulate dynamic cognitive mechanism (Stylios, Peter 2004).
Therefore, at each stage, only one concept is supposed active, i.e. its value is equal to 1, and the rest
transitional card concepts are taken o value. The modeled system evolution is realized by the
reasoning mechanism implemented using the inference process explained by the pseudo code of
section 2.4.

10000
8000 — [ |
2333 — —E OBays29
g Lo [ ol | |l
0 . . |Gr17
Optimal solution Conventional Augmented OUlysses16
inference Kosko's
. OBurma14
system inference
system

Figure 7. Solution comparison of the conventional and augmented inference system.

4. Conclusion and Future Work

In knowledge acquisition situations in which the learner must assume complex reasoning
activities tending towards an explicit goal the cognitive approach is concerned. So, knowledge
representation with rules of inference and concept networks is researchers prefered formalization in
computer modeling are a powerful tool that responds favorably to the needs of researchers in this
area. In computer science and other related science th Studys of TSP behaviour are mainly
consumption time and related cost important optimization traveler. In the last years, a lot of technics
have been made to give best solution using heuristic methods. The proposed method for TSP
improving decision making and dicussed in this paper is based on cognitive aspects engendred by
traveler behavior witch is enhanced by introducing reinforcement learning GRASP method. An
heuristic way, based on the agregation fusion of an intermidiate transition maps, of updating
concepts output value is presented and the whole inference system parameters were obtained and
which led to more best results. Many studies in this field have shown that the behavioral mechanism
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is par excellence a cognitive task that consists to deal with environment changes. In this work we
have focused on the reasoning mechanism of TSP applying new machine learning approach that
based on fuzzy logic, recurrent neural network and reinforcement learning GRASP method. From a
mathematical point of view, in future work, we aim to test our approach on several problems that
implies mechanism of reasoning as a cognitive task in order to to improve mathematical model
proposed in this paper.
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