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Abstract: The rise of the Internet has enabled people to express their opinions on various subjects through
social media, blogs, and website comments. As a result, there has been a significant increase in research on
sentiment analysis. However, most of the research efforts have focused on analyzing sentiment in English-
language data, neglecting the wealth of information available in other languages. In this paper, we provide a
comprehensive review of the current state-of-the-art in multilingual sentiment analysis. The survey
investigates techniques for data preprocessing, representation learning, and feature extraction in multilingual
sentiment analysis. It explores cross-lingual transfer learning, domain adaptation, and data augmentation
methods that enhance the performance of sentiment analysis models, particularly in low-resource languages
and domains. It provides insights into the state-of-the-art approaches, challenges, and opportunities in this
evolving field and encourages further advancements in multilingual sentiment analysis research.

Keywords: sentiment; deep learning; multilingual

Introduction

In order to construct a multilingual sentiment analysis, this study will examine various
combinations of preprocessing methods, approaches of sentiment analysis, and assessment models
that have been used in previously presented models. Additionally, cross-lingual SER is crucial in
real-world applications, particularly when users from various cultural and linguistic backgrounds
communicate with the system. The plethora of research on English SA, lexical resources, and natural
language processing (NLP) techniques has significantly improved and successful. In comparison,
substantially more work is required to reach the same level of performance in other languages, such
as Arabic, Urdu, and French [1].

Different Surveys and reviews are conducted on multilingual sentiment analysis. The survey
has covered the state of the art of sentiment analysis research for the Portuguese language describe
and classify works that broadly relate to sentiment analysis [2]. Discussing works using sentiment
analysis techniques tailored to the Portuguese language and its auxiliary materials, such as natural
language processing (NLP) tools, lexicons corpora, ontologies, taxonomies, and databases. There is a
problem with the evaluation model chosen for the analytical process, according to the literature [3].
There is no particular method for multilingual sentiment analysis evaluation. It indicates that the
evaluation model was chosen without consideration of academic merit and that the researcher alone
chose the evaluation criteria. Despite the widespread use of these evaluation models in practice, it is
crucial to identify a set of general assessment standards that can accept different languages without
introducing biases towards particular datasets.

We have presented a systematic Literature review by reviewing different combination of studies
for multilingual sentiment Analysis since 2019-2023 by using IEEE, Google scholar, ACM Databases.
A search protocol was created, and thorough searches were carried out in accordance with it. The
creation of these search strings was guided by the specific research questions of the study.
Subsequently, a search strategy was employed to categorize all the conducted searches. Following
the journal search, the research papers underwent a filtering process based on inclusion criteria, as
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well as an assessment of their title, abstract, and objectives. The selected research papers were then
further filtered based on their relevance to the research query as determined by their title and abstract.
We have discussed objective and techniques for each paper thoroughly. At last we have performed
critical analysis for each research study. Figure 1 shows the organization of our research review.

| Introduction

r

I Systematic literature Review

I

String Development Filtering Searching Protocol
Title-based filtering Abstract based filtering Objective based filtering Technigque based filtering

» Critical Analysis =

References

Figure 1. Organization of Paper.

With the investigation of more effective strategies and processes, accuracy rates could be raised
from the currently used methods' above average levels [4]. Components of speed, In addition to
reliability, homonyms and homographs in both the source and target languages must be addressed.
This paper Claims that there are less resources accessible for languages that are not frequently used
in informal communication, despite increased efforts being made to create resources for other formal
languages [2]. Different languages are known to have their own distinctive ways of expression; for
instance, in 517, Singaporeans typically talk and write in English while also utilizing some Malay and
Chinese dialects, which undoubtedly contain a mix of informal languages, it's a challenge so that
future research should be able to process texts in informal representations in addition to formal
multilingual texts. The investigation reveals that accuracy is the most popular way to evaluate the
effectiveness of sentiment analysis suggestions. However, the accuracy model only produces a single
number without describing the different kinds of errors that might occur during the evaluation
process, it should be noted that using this model alone might not be sufficient to guarantee that the
results can be used solely as the indicator [3]. The imbalanced number of occurrences in the various
classes also has a significant impact on accuracy Therefore, the effectiveness of sentiment analysis
models could be accurately assessed various evaluation models, such as accuracy and precision or
accuracy and f-measure, in combination.
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Table 1. Summary of Survey of Multilingual Sentiment Analysis.

Years Main Focus Major Contribution Enhancement in Our Paper
Describe and classify work that broadly
relate to sentiment analysis. Discussing
work  using sentiment analysis The research study presents a
sentiment analysis techniques tailored to the Portuguese comprehensive comparative
2021  research  for  the language and its auxiliary materials, analysis of all existing
Portuguese language such as natural language processing machine learning techniques
(NLP) tools, lexicons corpora, and detailed critical analysis.
ontologies, taxonomies, and
databases.[2]
In order to construct a multilingual
sentiment analysis, this study will A proper combination of
Combinations of
explore various combinations of models of Evaluation have
language for
2021 preprocessing approaches, sentiment been discussed for Evaluating
multilingual sentiment
analysis techniques, and assessment Multilingual Sentiment
analysis.
models that have been used in the Analysis.
already suggested models [3].
The paper have not focused
a thorough The tools, strategies, mechanisms, and
on only machine translation
examination of performances are covered in detail, with
techniques but also on other
2020  sentiment analysis a focus on machine learning methods,

machine learning techniques
techniques used with which are being used for Multilingual

used for multilingual

non-English languages Sentiment Analysis [4].

Sentiment analysis.

Table 1 makes it evident that there are a number of gaps in the current polls. The surveys lack a
systematic presentation and comprehensive critical and comparison evaluations model for
multilingual sentiment analysis. The supplied surveys do not cover the newest tools for multilingual
analysis, such as artificial intelligence-based systems and machine learning techniques. In order to
contribute to the field and fill in the gaps in the current surveys, we have created this thorough
literature review. The latest techniques and cutting-edge methodologies an evaluation models for
multilingual sentiment analysis are presented in this work.

The paper is designed as following 6 sections. The Section 2 discusses the process for the
systematic literature review, Comprehensive literature review is presented in Section 3, and
performance analysis is presented in Section 4. Based on the critical analysis and comparison analysis.
The final section, Section 6, offers conclusions after Section 5 analyses the ideal options.

Systematic Literature Review

The academic works cited in this article has been systematically reviewed. First one, a search
protocol was developed and systematic searches were performed accordingly. These searchers were
guided in constructing strings according to identified research questions. A search strategy was then
developed to classify all searches. After search journal. In addition, the research papers Filtered by
their inclusion criteria and by title, abstract, and purpose.
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String Development

We have developed the strings for research work by using three synonyms for each keyword as

we can see in Table 2 which shows 3 synonym for each research question word and then query for
research is generated accordingly as given below.
Research question: Multilingual sentiment Analysis using deep learning

Table 2. String development.

WORDS SYNONYM 1 SYNONYM 2 SYNONYM 3
Multilingual Bilingual Cross lingual Trilingual

Sentiment Emotion Opinion Sentimentalism
Analysis Detection Mining -

Query NO 1 Multilingual Sentiment Analysis using deep learning

Query NO 2 Cross lingual Sentiment Analysis using deep learning
Query NO 3 Bilingual Sentiment Analysis using deep learning
Query NO 4 Multilingual opinion Analysis using deep learning
Query NO 5 Cross lingual emotion Analysis using deep learning
Query NO 6 Multilingual Sentiment Mining using deep learning
Query NO 7 Multilingual Opinion mining using deep learning

Query NO 8 Cross lingual opinion mining using deep learning
Query NO9 Bilingual opinion mining using deep learning

Searching Protocol

A search strategy was developed using publications published over a four-year period of time,
(2020, 2021, 2022, and 2023) were chosen for search. Additionally, each keyword has three synonyms,
and there are three databases (IEEE, Google Scholar, and ACM). Figure 2 presents the search

strategies.
Filtering:

Figure 3 illustrates the first stage of the filtering phase, which was title-based filtering. All
publications that did not address the issue at hand were removed from the databases that were

chosen.


https://doi.org/10.20944/preprints202312.1990.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 26 December 2023 do0i:10.20944/preprints202312.1990.v1

Figure 2. Searching protocol using various Databases.

We have created folder for our research project in Zotero and then added sub collection for each
database i.e.; Google Scholar, IEEE, ACM. For Every database we added sub collection folders year
wise from 2020 to 2023 for storing research papers accordingly in database as shown below.
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1.2.1. Title based Filtering

In first phase of filtering Papers that are relevant to title of our research question are extracted.40
papers relevant to multilingual sentiment analysis are extracted as shown in Figure 3.

We have added subfolder to our main folder in zotero as shown below. We have filtered papers
stored in database on zotero on the basis of Titles related to our research question. The filtered papers
on the basis of titles are added to Title based filtered Folder.

ile Edit View Tools Help

s @~ O- £ - #-|a ~ AFeids & >~ e
< @@ My Library Title -  Creator »
~ [ Multilingual Sentiment Analysis A FRAMEWORK TO BUILD AND CLEAN MULT-LANGUAGE TEXT CORPUS .. ANUSHAetal. = A
Abstract based Filtering Alarge-scale tweet dataset for urdu text sentiment analysis Batra et al -
v ACM A Local and Global Context Focus Multiingual Learning Model for Aspect... He et al. -
2020-2021 & AMultilingual Lexicon-based Approach for Sentiment Analysis in Social a... Jardim et a. -
2022-2023 ANovel Aspect-based Sentiment Analysis Network Model Based on Multi... Liu et al. .
critical analysis AMSA: Adaptive Multimodal Learning for Sentiment Analysis Wang etal.
~ [ Google Scholar ANALYSIS OF TWITTER DATA USING MACHINE LEARNING ALGORITHMS ~ FenithaandSk =
2020 & AOM-MPA: Arabic Opinion Mining using Marine Predators Algorithm bas... AbdElminaam e..
2021 Aspect-Based Sentiment Analysis of Customer Speech Data Using Deep C... Murugaiyan an... o
2022 4 BERT Based Cross-Task Sentiment Analysis with Adversarial Learning He etal
2023 Cross-lingual deep neural transfer learning in sentiment analysis Kanclerz et al
v IEEE Deep learning and multilingual sentiment analysis on social media data: A... Aglero-Torales ...
2020-2021 Deep leaming based sentiment analysis and offensive language identificat.. Shanmugavadiv... =
2022-2023 Deep leaming for Arabic subjective sentiment analysis: Challenges and res... Nassif et al.
Objective based Filtering & Deep leaming for automated sentiment analysis of social media Cheng and Tsai
Empirical Evaluation of Shallow and Deep Learning Classifiers for Arabic S... Nassif et al. - 53 items in this view
My Publications Enhancement of a multi-dislectal sentiment analysis system by the detect... Toushriand Ma... @
- Duplicate Items & Exploration of Sentiment Analysis Techniques on a Multilingual Dataset D... Sangeethaand.. @
Unfiled Items Exploring Multi-lingual, Multi-task, and Adversarial Learning for Low-reso... Ekbal and Bhatt... =
& Trash Fine-Tuning BERT for Multi-Label Sentiment Analysis in Unbalanced Code... Tang et al. -
Hate Speech and Offensive Language Detection using an Emotion-aware .. Mnassri et al. -
& Identification of Conflict Opinion in Aspect-Based Sentiment Analysis usi... Nuryani et al
Improved multi-lingual sentiment analysis and recognition using deep lea... Khan .
g Data 9 Natural Language Ana... Jain et al. -
Machine Learning approaches for Topic and Sentiment Analysis in multii.. Agoero Torales =
Multi-class sentiment analysis of urdu text using multilingual BERT Khan et al.
\dversarial Leaming  Analytical models  Arabic Opinion Mining A
evaluation of pre-p sentiment analy... Pota et al. .
spect category detection: aspect-based sentiment analysis & Multilingual fake news detection with satire Guibon et al. -
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Figure 3. Selecting research articles for screening in order to determine the research's goals.

Abstract based Filtering

Abstract-based filtering was done in the second section. All papers with abstracts that were not
pertinent to the issue were eliminated. And which are relevant to our research are included from all
the selected databases as shown in Figure 3.

In the next phase we have filtered papers and choose those papers in which Abstract were
relevant to our research and then added those relevant papers to Abstract based filtering Folder as
shown below.
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critical analysis based Data g for Natural Language Analysis Jain et a. -
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2020 Multilingual evaluation of pre-processing for BERT-based sentiment analysis ... Pota et al. °
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2022 & Muttilingual Sentiment Analysis for Web Text Based on Word to Word Transl...  Fujihira and Hori... e
2023 Multilingual sentiment analysis to support business decision-making via ma... ElBasha et al. -
v [ IEEE & Sentiment Analysis of Multilingual Mixed-Code, Twitter Data Using Machine .. Swamy et al. -
2020-2021 Text pre-processing of multilingual for sentiment analysis based on social ne... Gargand Sharma =
2022-2023 Xed: A muttilingual dataset for sentiment analysis and emotion detection Ohman et al. -
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My Publications |
Duplicate items
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Table 3. Notation Table.
Acronyms Definition Acronym Definition

DM Decision Making LGCF Local global context Focus

MSA Multilingual Sentiment Analysis CNN Convolutional Neural Network

E Efficiency BGRU Bidirectional Gated Recurrent Unit

A Accuracy RF Random Forest

FE Feature Extraction SVM Support Vector Machine

ABSA Aspect based Sentiment analysis BERT Bidirectional Encoder Representation
from Transformer

FPE False positive error TVTS train-validate-test split

MLA Multilingual lexicon based

analysis

Objective based Filtering

As seen in the third section of the filtering, objective-based filtering was carried out. The papers
were all sorted according to their objectives, as demonstrated below, and a table was created that
displays the papers in accordance with those objectives. The goals of the research papers were
Determined and grouped into clusters following the title and abstract-based clustering.

VSIS weseu s ey - curas

ile Edit View Tools Help

s @- 0 4 B+ #-|a -
(@ My Library Title ~  Crestor P
“ . Multilingual Sentiment Analysis ALocal and Global Context Focus Multiingusl Learning Model for Aspect-B... He et al. -
Abstract based Filtering & AMultiingual Lexicon-based Approach for Sentiment Analysis in Social and... Jardim et al. -
v ACM Improved multi-lingual sentiment analysis and recognition using deep learni... Khan .
2020-2021 9 Data 9 Natural Language Analysis Jain et al. -
2022-2023 Multi-class sentiment analysis of urdu text using multlingual BERT Khan etal. .
critcal analysis Multiingual evaluation of pre-processing for BERT-based sentiment analysis .. Pota etal. .
v [ Google Scholar & Multiingual Sentiment Analysis for Web Text Based on Word to Word Transl... Fujihira and Hori... o
2020 Multlingual sentiment analysis to support business decision-making via ma... ElBasha et al. -
201 Transfer learning and sentiment analysis of Bahrain dislects sequential text d... Omran et al. .
2022 Xed: A multifingual dataset for sentiment analysis and emotion detection  Ohman et al. -
203
v EEE
2020-2021
2022-2023
Title based filtering 10items in this view

My Publications
Duplicate tems
Unfiled items

& Tash

Figure 5. Objective based Filtering.
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The main aim of all selected research papers is to perform multilingual sentiment analysis
efficiently. Table 4 shows this objective-based screening, by defining objectives of each paper by
analyzing them. The categories of objectives are as follow and their definition is in Table 3.

Table 4. Objective-based screening.

Ref. Performance Classification FE DM ABSA E A MSA
[5] v v v
161 v v v v
71 v v v
[11 v v v v
[8] v v v
[9] v v v v
[10] v v v v
[11] v v v
[12] v v
[13] v v
Techniques

The main aim of all the papers selected is to design a model for multilingual sentiment analysis
using machine learning techniques.

Table 5. Summary of Methodologies used for multilingual sentiment analysis.

Ref Scheme Methodology

[5] LGCF,CNN,BGRU This paper design a new model called LGCF for aspect- predicated
Sentiment analysis, by combining CNN and BGRU for the Global terrain
Focus. Global terrain Focus mainly consists of three corridor BGRU,

CNN, and Layer Normalization (LN).

[6] lexicon-based This paper described an unsupervised automatic system of multilingual
sentiment analysis dictionary- predicated sentiment analysis algorithm, where we used a
algorithm dictionary- predicated approach. This method involves employing a

dictionary that has been pre-defined and contains both positive and

negative words.

[7] mBert,word Four text representations word were used i.e. n- grams, char
embedding,gpt n-- trained fast Text and BERT word embeddings to train our classifiers.
These models were trained using different datasets to evaluate the
results. Adapting shows that the suggested mBERT model with BERT
pre-trained word embeddings outperforms deep knowledge. Machine

knowledge and rule- predicated classifiers.
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10
[1] XGBoost classifier,RF  In the proposed work, emotion recognition across languages is developed
using Urdu, Italian, English, and German. The most common audio point
is used to pull the features. Known as Mel frequency Cepstral Portions.
XGBoost classifier and Rf is used for analysis.
[8] HEGLE, Multilingual data processing is proposed in this paper using point birth

Ker_Rad_BF,CNN

with type using deep knowledge architectures. The reused data has been
pulled using Histogram Equalization predicated Global Original
Entropy( HEGLE) and classified using Kernel- predicated Radial base
Function(Ker_Rad_BF).

[9]

BERT,NN,Word

embedding

The novel Arabic sentiment analysis model presented in this study is
trained on the English sentiment analysis model. The goal is to create a
framework that makes use of languages with large data sets to build a
comprehensive model. A word embedding fashion in addition to
machine knowledge model approach are both executed to translate, count

point birth and resource conditions for sentiment analysis.

[10]

NN,Word embedding

In this disquisition, We have developed a multilingual sentiment analysis
system that relies on word-to-word paraphrasing using a sentiment
dictionary in any given native language. This system consists of three
main phases: morphological analysis of the text, determining the
sentiment of each word using a sentiment dictionary, and aggregating the
sentiments of individual words to determine the overall sentiment of the
text.

To evaluate the effectiveness of our system, we conducted a sentiment

analysis trial on tweets written in English, German, French, and Spanish.

[11]

BERT,SVM

In this paper Bert and SVM machine knowledge ways were used for

Multilingual Sentiment analysis.

[12]

BERT

In this paper number of trials, performed by a state- of- the- art type
model (BERT), are designed, to estimate multitudinous presently
available pre-processing techniques for tweets and the statistical impact

of those techniques on sentiment analysis results.

[10]

k-fold
validation, TVTS

Cross-

In this paper to use and convey the information learned from evaluating
the product, a pre-trained Long Short Term Memory model was
developed. Reviews in Bahraini cants to perform sentiment analysis on a

small dataset of movie commentary in the same cants.

Detailed Literature

This paper proposed a model for multilingual literacy grounded on original and global

environment concentrated interactive literacy, videlicet LGCF. By Comparing it with being models,
this model can successfully learn the correlation between the goal aspects and the original
environment, as well as the correlation between global environment and target aspects
contemporaneously. Moreover, this technique can effectively dissect both Chinese and English
review. Trials conducted on three Chinese standard datasets which show that LGCF improves

do0i:10.20944/preprints202312.1990.v1
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performance as compared to several being situations. And a satisfying performance has been
achieved [5].

This paper presents an unsupervised robotic sentiment analysis algorithm grounded on
multilingual vocabulary, with a wordbook- grounded approach, is described. The devised schemes
were implemented and tested in the sentiment analysis of drug-related publications on a digital
tourism platform. The obtained results demonstrate the effectiveness of the approach, indicating a
high level of accuracy in categorizing publications written in four different languages [6].

This paper introduced a new multi-class Urdu dataset grounded on stoner commentary for
sentiment analysis. This dataset has been collected from colorful fields similar as food and potables,
pictures and plays, software and operations, politics and sports [7]. We OK - tuned Multilingual BERT
(mBERT) for Urdu sentiment analysis and used four textbook representations word n- gram,
housekeeper n- gram, pre-trained presto Text and BERT word embedding help our classifiers learn.
For evaluation purposes, we used two separate datasets to train these models.

Urdu, Italian, English, German, and English are used to establish cross-language emotion
recognition in the proposed work. The most often utilized audio point, known as MFCC (Mel
frequency Cepstral Portions), uproots the features. The experimental findings demonstrated that the
suggested deep literacy model on the URDU dataset with a delicacy of 91.25 employing Random
Forest (RF) and XGBoost bracket offers promising outcomes [8].

We express present results to the multilingual sentiment analysis issue in this exploration
composition by enforcing algorithms, and we compare perfection factors to discover the optimum
option for multilingual sentiment analysis [9].

A word embedding fashion is enforced [1] in addition to the machine literacy model approach,
both for restatement, barring point birth and coffers needed for sentiment analysis. The developed
model is trained in such a way that associations can use it to understand client stations about their
products.

We conduct a sentiment bracket trial] during the trial, we evaluated the performance of our
classifier on tweets written in English, German, French, and Spanish. To assess its effectiveness, we
compared our classifier with previous classifiers using evaluation metrics such as "accuracy,"

"nn

"precision," "recall," and "F1 score." The experimental results indicate that our classifier is suitable for
multilingual sentiment analysis, as its performance remains consistent regardless of language
differences [11].

XED is a new and advanced dataset that provides a new challenge in accurate emotion
recognition with preliminarily unapproachable language content. Maybe the biggest donation of all
is that, for the first time, numerous resource-poor languages sentiment datasets can be used in other
possible downstream operations [12].

Advanced Bracket Model (BERT), are designed to estimate numerous of the presently available
operations for tweet preprocessing, in terms of the statistical significance of their impact on sentiment
analysis performance. In addition, data available in two languages, videlicet English and Italian, are
considered to assess language dependence [13].

The end of this exploration is to give an applicable multilingual deep literacy short-
term memory model for assaying resembling datasets of English cants, ultramodern Standard Arabic
and Bahraini cants that differ in verbal features. A short-term memory model with pre-training was
created, to utilize and apply the understanding obtained from analyzing product reviews in Bahraini
cants to sentiment analysis on a small dataset of movie reviews in the same cants. [14]. In our survey
on multilingual sentiment analysis using deep learning, our research builds upon foundational
insights presented in [21-36]

Performance Analysis

LGCF has limited ability to capture context in long sentences: LGCF model processes text
sequentially, which may lead to a loss of context in long sentences. This can impact the model's ability
to accurately identify and classify sentiment for different aspects in such sentences [5].
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In Dependence on good lexicons: The MLA approach's effectiveness is heavily reliant on the
caliber of the lexicons used for mood analysis. The accuracy of the approach may be impacted by the
quality of the lexicons, which can vary greatly based on the language and the domain. Contextual
understanding is limited because of the MLA approach's presumption that words have a set polarity
regardless of their context. When the same word has a different sentiment based on the context, this
can result in inaccurate sentiment analysis results [6].

In this paper limited ability to capture long-term dependencies: Despite being able to capture
context in both ways thanks to its bidirectional architecture, BERT may still have trouble capturing
long-term dependencies in text. This may affect how well it performs jobs that call for comprehending
intricate relationships between words and phrases [7].

Machine translation of languages with limited resources into languages with abundant
resources has also been studied. The development of distinct monolingual Sentiment analysis models
for many languages is no longer necessary because to improvements in statistical or neural machine
translation systems. The multilingual data set is translated into English using neural machine
translation, which is then labelled as the English language model. If the source and target languages
are the same, word-to-word translation can be employed to reduce computing costs. However, the
value of machine translation cannot be overstated because the accuracy of texts written in non-
normative languages is not always dependable and can even introduce more noise. [8].

In SVM can be computationally precious and slow when working with large- scale datasets,
which can limit its practicality for some operations. Limited performance on imbalanced datasets
SVM may struggle to perform well on imbalanced datasets, where the number of exemplifications in
one class is much lesser than the other BERT's bidirectional armature allows it to capture environment
from both directions, it may still struggle with landing long- term dependences in textbook. This can
impact its performance on tasks that bear understanding complex connections between words and
expressions [9]. Moreover, [37-50] serve as pillars of knowledge, contributing to the foundation upon
which our exploration and analysis are grounded

Critical Analysis

BERT's performance can vary significantly depending on the quantum and quality of training
data available for a particular language. This can limit its effectiveness in low- resource languages or
disciplines [10].

Table 6. Analysis.

Reference Effort Year =~ Methodology Shortcoming

[5] 2022 LGCF LGCF model processes text sequentially, which may
lead to a loss of context in long sentences. This can
impact the model's ability to accurately identify and
classify sentiment for different aspects in such

sentences [5].

[6] 2021 Lexicon-based The accuracy of the approach may be impacted by the
Algorithm quality of the lexicons, which can vary greatly based on

the language and the domain. Contextual

understanding is limited because of the MLA

approach's presumption that words have a set polarity

regardless of their context. When the same word has a

different sentiment based on the context, this can result

in inaccurate sentiment analysis results[14].
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[7] 2022 mBert,word Despite being able to capture context in both ways
Embedding thanks to its bidirectional architecture, BERT may still

have trouble capturing long-term dependencies in text.
This may affect how well it performs jobs that call for
comprehending intricate relationships between words

and phrases [15].

[8] 2020 NN, Word If the source and target languages are the same, word-
embedding to-word translation can be used to save on

computational expenses. The multilingual data set is

translated into English using neural machine

translation, which is then labelled as the English

language model. [16]

91 2020 SVM,Bert SVM can be computationally precious and slow when
working with large- scale datasets, which can limit its
practicality for some operations, BERT's bidirectional
armature allows it to capture environment from both
directions, it may still struggle with landing long-
term dependences in textbook. This can impact its
performance on tasks that bear understanding complex

connections between words and expressions [17] [18].

[10] 2021 BERT BERT's performance can vary significantly depending
on the quantum and quality of training data available
for a particular language. This can limit its effectiveness

in low- resource languages or disciplines.[19]

Research Gaps
The following Table shows the gaps in previous studies and their solution are also discussed
below.
Table 7. Research gaps.
Ref. Research Gaps Solution

Developing more sophisticated lexicons as well as using
Inability to recognize nuances machine learning techniques that can increase the precision of
sentiment analysis in data from social and cultural information

systems[20].

Exploring methods for utilizing Unannotated data or the
The availability of annotated
[5] artificial data production can help ABSA models to perform in
data is limited.
a better way for languages with limited resources. [14].
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Only Urdu literature is used to
A more thorough evaluation of the model's effectiveness may

[7] evaluate the suggested
result from further testing it on additional languages [20].
technique.
Sentiment analysis and emotion identification can be done
Limited exploration of
[11] more quickly and accurately by implementing multilingual

multilingual models
models that can handle numerous languages at once [1].

By providing transparency in the model selection process and

Lack of analysis of model examining model performance on specific business domains,

[8] [9] performance on specific  the suggested methodology for sentiment analysis to support
business domains corporate decision-making using machine learning models

becomes more valuable [1],[16].

Dataset

Table 8. Dataset description.

References Dataset Description

The data set for this work is constructed from the comments collected for each existing

[6] Cuscaria, it focuses on the data kept in the Cuscarias cultural and social information system.

They gathered information from a variety of genres, including films, dramas from Pakistan
[7] and India, TV debates, cooking programs, politicians and Pakistani political parties, sports,

software, blogs and forums, and gadgets.

Three categories of dataset are used, the first is actual data from numerous actual
experiments. The second kind is synthetic data, which is made in an effort to mimic actual
trends. The third category, which is used for presentation and visualization, is for toy

datasets.

In this study, review and tweet corpora that are both open to the public were used. The first
corpus is made up of reviews in English, and the second one is made up of reviews in

Arabic. The SemEval-2016 Challenge Task 5 calls for the use of these data sets.

The parallel movie subtitle corpus OPUS (Lison and Tiedemann, 2016) was built using
[11]
opensubtitles.org as a multi-domain proxy.

The dataset made available at SemEval 2017 is used for English language, specifically the

one linked with (Rosenthal et al., 2017) to task 4A. Additionally, the SENTIPOLC 2016
[12]
(SENTIment Polarity Classification) dataset for Italian is examined. It was presented at the

EVALITA 2016 conference, which evaluated NLP and voice tools for Italian.

A corpus of Sudanese Dialect Arabic (SDA). SDA is a political-focused lexical resource
comprising of 5456 tweets that were gathered using the Twitter APL. Another corpus of
[13]. 40,000 tweets. Egyptian dialects and MSA are mixed together in the 40,000 tweets. These
tweets, which cover subjects like proverbs, poetry, caustic jokes, social issues, politics,

health, sports, and product opinions, were gathered using the Twitter API.
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Conclusion

This survey paper provided a comprehensive overview of the approaches, challenges, and
future directions in multilingual sentiment analysis. We discussed the challenges and limitations of
multilingual sentiment analysis. Data scarcity in low-resource languages, domain adaptation, cross-
lingual transfer, and language-specific nuances pose significant challenges in achieving accurate
sentiment analysis across languages. This paper highlighted the need for carefully curated
multilingual datasets, language-specific preprocessing techniques, and fine-tuning strategies to
address these challenges.

The field continues to evolve as researchers strive to improve sentiment analysis capabilities
across languages. By understanding the existing techniques and addressing the challenges, we can
achieve more accurate and robust multilingual sentiment analysis, enabling effective decision-
making and understanding of sentiment in diverse linguistic contexts.
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