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Abstract: Conventional text style transfer (TST) methodologies primarily utilize style classifiers to
segregate the content and stylistic elements of text for effective style transformation. Despite the
pivotal role of these classifiers, their influence on TST techniques remains largely unexplored. This
study embarks on a detailed exploration of the limitations inherent in style classifiers within current
TST frameworks. We reveal that these classifiers often inadequately comprehend sentence syntax,
leading to diminished performance in TST models. In response, we introduce the Syntax-Enhanced
Style Transfer (SEST) model, a groundbreaking approach incorporating a syntax-sensitive style
classifier. This classifier ensures that the extracted style representations robustly encapsulate
syntax nuances, enhancing TST effectiveness. Rigorous evaluations across diverse TST benchmarks
demonstrate that SEST significantly surpasses contemporary models in performance. Additionally,
our case studies highlight SEST’s proficiency in producing syntactically coherent sentences that aptly
retain original content.

Keywords: syntax-aware text transformation; style classifier analysis

1. Introduction

The field of Text Style Transfer (TST) has emerged as a significant area within the domain of
natural language generation. Its primary focus is the alteration of stylistic aspects of text, such as tone
or sentiment, while maintaining the original content’s neutral style [1,2]. A unique challenge in TST is
the requirement for training datasets that have the same content but exhibit varied stylistic elements,
leading to a preference for unsupervised learning methods in most TST research. These approaches
often utilize datasets that are not directly parallel but are annotated with stylistic markers.

One common methodology in TST research employs an adversarial learning framework with an
autoencoder architecture. In this framework, a style classifier or discriminator is employed to initially
differentiate between the content and the style elements of the text. Following this differentiation, a
decoder is then used to reconstruct the text in a specified style [3-8]. Additionally, there are methods
focused on attribute-controlled generation. These methods create a specific style attribute vector,
which is then integrated with the latent representation of the text to produce outputs in a targeted
style [9-13]. Similar to the adversarial learning model, the development of the style attribute vector in
these methods is also guided by a pre-trained style classifier.

Both of these approaches in TST place significant emphasis on the style classifier. However, the
depth of impact and the effectiveness of these classifiers in truly grasping the nuances of textual style,
especially syntax [14], have not been thoroughly investigated. This paper seeks to fill this gap by
presenting a comprehensive empirical examination of the role and efficacy of style classifiers in TST
models.

Advancing from this detailed analysis, we propose the Syntax-Enhanced Style Transfer (SEST)
model. This innovative model integrates a syntax-focused style classifier, ensuring a more nuanced
incorporation of syntactic elements into the style representations for effective TST. Through extensive
testing across a variety of TST datasets and augmented by human evaluation studies, we have found
that SEST significantly outperforms existing top-tier models in this field. The principal contributions
of this paper can be summarized as follows:
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e A thorough empirical investigation into the capabilities of style classifiers in contemporary TST
models, with a focus on their proficiency in understanding and integrating syntax.

®  The development and introduction of the SEST model, a pioneering approach that places a
heightened emphasis on the interplay between sentence structure and style representation
learning.

e A series of rigorous experiments conducted on benchmark TST datasets, which clearly
demonstrate the advanced performance and efficacy of SEST compared to other leading methods
in the field.

2. Related Work

The exploration of text style within the realms of linguistic and computational studies has gained
significant traction in recent years. The endeavor of Text Style Transfer (TST) is particularly captivating,
as it seeks to modify the stylistic aspects of text, such as tone or diction, while ensuring the core,
style-neutral content remains intact. A comprehensive and recent survey by Hu et al. [1] provides
an extensive analysis of various techniques and progressions in the TST domain. In the early phases
of TST research, the use of parallel corpora was the norm [18-23]. However, the scarcity of such
datasets, especially in applications demanding diverse stylistic dialogue generation, has catalyzed the
development of novel TST methodologies that circumvent the need for parallel data.

Within these novel methodologies, the extraction and manipulation of latent sentence
representations stand out as a key strategy. Two dominant methods in this regard are: (1) adversarial
learning and (2) attribute-controlled generation. Shen et al. [3] pioneered the adversarial learning
method in TST, where the primary goal is for a classifier to evaluate an encoder’s ability to generate
content representations that are stylistically neutral. These representations are then fed into a
style-specific decoder to produce text in the desired stylistic form. This adversarial approach has been
further refined and diversified in subsequent research [4,6,8,24-30].

The attribute-controlled generation method, first proposed by Hu et al. [9], utilizes a Variational
Autoencoder (VAE) [31] to learn a sentence’s latent representation, denoted as z. This approach also
incorporates a style classifier to extract a style attribute vector s, which, in conjunction with z, is used
to generate text in the target style. This attribute-controlled approach has been echoed and adapted
in several other TST studies [11,12,32]. The probabilistic encoder in the VAE serves an implicit role
in differentiating style and content, ensuring that the manipulation of attribute codes does not result
in a conflation of these two elements. This aspect of attribute control in TST has been a focal point in
additional research endeavors [11,12,32,33].

The role of pretrained style classifiers in these methodologies cannot be overstated, as they are
instrumental in steering the TST process. However, a critical observation is that these classifiers often
overlook the syntactic aspects of sentences. Considering the profound impact of syntax on text style,
especially in contexts requiring formal style transfer, this paper posits that incorporating syntactic
considerations is paramount in TST. In this vein, we introduce the Syntax-Enhanced Style Transfer
(SEST) method. SEST represents a breakthrough in TST research, as it not only acknowledges but
integrates syntactic elements, thus achieving enhanced performance over current leading TST methods.

3. Preliminary Study

Prior to introducing our Syntax-Enhanced Style Transfer (SEST) method, we embarked on a
detailed empirical study to scrutinize the capability of existing style classifiers in TST models in
learning and distinguishing syntactic styles in text. Notable style classifiers such as TextCNN [34],
RNN [35], and Transformer [36] have been widely utilized in various TST frameworks [11,30,32,37,38].
In our study, these classifiers were trained on the GYAFC dataset [39], a prominent dataset for formality
transfer research. Initially, the classifiers were trained and tested with the standard GYAFC training
and test sets. Subsequently, we introduced a structural variation to the GYAFC test set by randomly
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altering the word order in sentences, theorizing that significant syntactic differences exist between
formal and informal text, and such disruption should adversely affect classification accuracy.

The results, as shown in Table 1, underscore the pivotal role of syntax in determining text
formality. A marginal decline of 2.9% in classification accuracy was observed in the Scrambled test
set, indicating the influence of syntactic disruption. A deeper analysis revealed a marked decrease in
accuracy for formal sentences upon alteration of their structure, contrasting with the relatively stable
performance for informal sentences under similar conditions. This suggests that the classifiers might
be prioritizing attribute words in their style determination, potentially overlooking crucial syntactic
elements. Moreover, the classifiers appeared to categorize the syntactically altered sentences as
informal, a misconception given the distinct syntax of genuinely informal sentences. This observation
raises concerns about the classifiers’ efficacy in discerning varied syntactic patterns associated with
different formality styles. Crucially, such a limitation in understanding syntax could lead to the
generation of incoherent sentences by the TST models, especially when adapting content to an
informal style.

Table 1. Performance of style classifiers on the GYAFC test set and the modified Scrambled test set. ACC
denotes overall accuracy for both formal and informal sentences, F for formal sentence accuracy, and I
for informal sentence accuracy.

Classifier Test set ACC F I
GYAFC 88.6 913 864

TextCNN ' g ambled 853 849 855
GYAFC 85.6 846 864
RNN Scrambled 822 748 87.8
GYAFC 84.9 86.7 83.7

Transformer

Scrambled 829 80.5 84.6

4. The Proposed Method

This section introduces the Syntax-Enhanced Style Transfer (SEST) model, crafted to overcome the
limitations of existing TST methods in capturing and manipulating sentence structures during style
transfer. We begin by discussing Graph Convolutional Networks (GCNs), followed by an explanation
of how GCNs are employed in our syntax-focused classifier and encoder, the two critical components
of the SEST model. Finally, we delineate the learning algorithm of SEST.

4.1. GCN and Sentence Structure Representation

Graph Convolutional Networks (GCNs), a convolutional neural network variant [40] tailored
for graph-structured data [41], have shown their prowess in leveraging syntactic dependency graphs
for text representation [42]. For a graph G = {V, £} with nodes V and edges £, and a feature matrix
X € R™*4, the GCN propagation rule is:

gU+1) — a(AH(l)W(l)), 1)

where H) is the I-th layer feature matrix, W(!) the weight matrix, A the adjacency matrix, and o'(-) a
non-linear activation function. GCNss input X and yield a latent feature matrix H(L), where L is the
GCN layer count.

SEST aims to harness sentence structure information, critical in generating stylistically accurate
sentences. Dependency trees, which represent syntactic relationships between words, can be
graphically modeled and analyzed using GCNs [42,43]. To address over-parametrization in large
datasets, we adopt a simplified adjacency matrix approach. This matrix encodes the dependency
relations in a sentence, where columns and rows represent head words and dependents, respectively.
Elements A;; are set to 1 if a dependency exists. Self-loops are included for each node, following [42].


https://doi.org/10.20944/preprints202312.0144.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 4 December 2023 doi:10.20944/preprints202312.0144.v1

40f11

4.2. Syntax-Aware Style Classifier

Our syntax-aware style classifier D is designed to better encode syntactic information from
dependency trees. Sentence tokens of length 1, denoted as s = {wj, ..., wy, }, are initially encoded in
the word embedding layer. Considering GCN’s limitation in capturing long-range dependencies, we
apply graph convolution operations on Bi-LSTM hidden states rather than static embeddings [42].
These Bi-LSTM states, Hy,,,, form the GCN input, where each /g, ; is a forward and backward hidden
state concatenation. We apply a L-layer GCN, ensuring hidden representations are influenced by
their neighbors within L edges in the dependency tree. The hidden representation at layer (I +1) is
given by:

R ZAZ,W Db @)

Scaled dot-product attention [36] is then used to aggregate node representations into a cohesive
sentence representation. The final style prediction employs a fully connected network and softmax
operation on this aggregated representation.

4.3. Syntax-aware Controllable Generation

The SEST model framework processes each input sentence s with attribute y, and its
corresponding adjacency matrix A. The syntax-aware encoder E encodes s into a latent representation
z = E(s, A). E extracts sentence structure using our classifier’s feature extractor. The decoder G then
reconstructs the sentence s = G(z,1,) or generates a transferred sentence § = G(z, y;). Dependency
trees for transferred sentences and their adjacency matrices A are generated using the Stanza parser [44].
The syntax-aware classifier D assesses the style of 5. SEST is trained with a classification loss L., and a
reconstruction loss L.

Classification Loss L;,: This loss ensures that the transferred sentence aligns with the target style.
The pretrained syntax-aware classifier directs parameter updates for target-style prediction:

L, = *E(s,yg)ND[logP(yﬂG(g)rA)] ®)

Reconstruction Loss L.: This loss preserves the original content in the transferred sentences. It
is defined as:
Lyec = —10gP(s|z,Y0) 4)

Combined Loss: The overall training loss L balances style transfer and content preservation:
L= Lyec + ALy, ®)
Where A is a hyper-parameter.

5. Experiments

5.1. Experimental Setup

This section presents the evaluation of the Syntax-Enhanced Style Transfer (SEST) method on
two widely-recognized datasets. Our comprehensive experiments aim to benchmark SEST against 12
leading TST methods.

Datasets. The evaluation of SEST focuses on two critical style transfer tasks: (1) Sentiment
transfer, and (2) Formality transfer. For sentiment transfer, we utilize the well-known Yelp restaurant
review dataset [3], which comprises reviews classified as positive or negative based on their
ratings. The GYAFC (Grammarly’s Yahoo Answers Formality Corpus) dataset [39], specifically the
Family&Relationship (F&R) domain, is employed for the formality transfer task. Table 2 delineates the
dataset splits for both Yelp and GYAFC used in our experiments.
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Table 2. Statistics of Yelp and GYAFC datasets for sentiment and formality style transfer tasks.

Dataset Style Training Validation Testing

Yel Positive 267K 38K 76K
P Negative 176K 25K 50K
Informal 51K 2.7K 1.3K

GYAFC Formal 51K 2.2K 1K

Sentiment Transfer (Yelp). The Yelp dataset, a compilation of restaurant reviews, serves as a
prime resource for evaluating sentiment transfer, where the objective is to alter the sentiment of a
sentence while retaining its contextual meaning. Following [3], reviews are classified based on a
5-point scale, with ratings above 3 labeled as positive and those below 3 as negative. Neutral reviews
(rating of 3) are excluded.

Formality Transfer (GYAFC). The GYAFC dataset [39] is pivotal for assessing formality transfer,
which involves transforming the tone of a sentence from informal to formal and vice versa. Formality
transfer is intricate as it encompasses multiple text attributes like sentence structure, text length,
punctuation, and capitalization. The dataset, consisting of manually rewritten informal sentences into
their formal counterparts, provides a rich source for this task.

Baselines. SEST is benchmarked against a suite of 12 advanced TST models, including ARAE [4],
DualRL [37], DAST and DAST-C [32], PFST [45], DRLST [30], DeleteOnly, Template, Del&Retri [46],
DIRR [47].

Training Configuration. The experiments were conducted on a high-performance computing
setup with Nvidia RTX 2080Ti GPUs. The word embeddings are 300-dimensional, learned from scratch.
The SEST architecture comprises a single Bi-LSTM layer followed by 2 GCN layers, with the latent
representation dimension set to 500. Style labels are encoded into 200-dimensional vectors. The
decoder initializes by concatenating the latent representation z with the attribute controlling code y. A
pre-trained syntax-aware style classifier assists in training, ensuring that the generated sentences align
with the desired style. The Gumbel-softmax technique [48] is employed for back-propagation. The
learning rate is set at 1 x 105, and A, the balance parameter, is set to 1.

5.2. Automatic Evaluation Metrics

The evaluation of SEST and baseline models is based on transfer strength, content preservation,
and fluency.

Transfer Strength. The effectiveness of a TST model in achieving style modification is gauged
through style transfer accuracy [1]. A pre-trained syntax-aware classifier determines the accuracy by
predicting the style label of transferred sentences, considering the target style as the ground truth.

Content Preservation. Quantitative assessment of content retention post-transfer employs several
metrics:

e  BLEU and self-BLEU measure the similarity of transferred sentences with human references and
their original versions, respectively.

e Cosine Similarity evaluates the semantic closeness between original and transferred sentences.

*  Word Overlap quantifies the common unigram word rate between the original and transferred
sentences.

Fluency. Fluent sentence generation is crucial for TST models. We utilize a fine-tuned GPT-2
model [49] to compute the perplexity (PPL) of transferred sentences, with lower PPL indicating higher
fluency.

G-Score. The G-Score is a geometric mean of style transfer accuracy, BLEU, self-BLEU, cosine
similarity, word overlap, and the inverse of perplexity, providing a comprehensive performance
assessment.
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5.3. Automatic Experiment Results

Table 3 presents the performance of the Syntax-Enhanced Style Transfer (SEST) model alongside
other baseline models on the formality transfer task. SEST demonstrates superior G-Score performance,
eclipsing other state-of-the-art methods. It’s notable that most TST models show a trade-off between
transfer strength and content preservation, but SEST manages to balance these aspects effectively,
achieving 84.1% transfer accuracy and a BLEU score of 21.1. The GYAFC dataset also includes human
reference performances, where SEST’s metrics are closely aligned with these human benchmarks.

Table 3. Performance comparison on GYAFC dataset for formality transfer task.

Model ACC(%) BLEU CS WO PPL G-Score

ARAE [4] 76.2 22 0903 0.042 35 0.71
DeleteOnly [46] 18.7 16.2 0945 0431 74 1.11
Template [46] 44.7 19.0 0943 0509 102 1.32
Del&Retri [46] 50.7 11.8 0934 0345 74 1.21

DualRL [37] 59.8 188 0944 0447 266 1.12
DAST [32] 78.3 143 0934 0350 352 1.01
DAST-C [32] 79.2 13.8 0927 0328 363 0.98
DRLST [30] 49.8 27 0909 0.342 31 1.06
PFST [45] 48.3 165 0940 0.393 116 1.25
DIRR [47] 71.8 182 0942 0451 145 1.28
ours 84.1 211 0962 0.591 73 1.69
Human0 84.6 246 0942 0393 24 2.00
Humanl 83.8 243 0931 0342 27 1.89
Human2 83.6 246 0932 0354 27 1.91
Human3 82.1 247 0931 0354 27 1.90

In the sentiment transfer task, similar trends are observed. Table 4 illustrates SEST’s performance
on the Yelp dataset, where it surpasses baselines in G-Score. The sentiment transfer task exhibits a
higher average style transfer accuracy (86.3% for Yelp) compared to formality transfer, underscoring
the complexity of the latter. Despite this, SEST effectively negotiates the trade-off between transfer
strength and content preservation across both tasks.

Table 4. Performance comparison on Yelp dataset for sentiment transfer task.

Model ACC(%) self-BLEU CS WO PPL G-Score
ARAE [4] 83.2 18.0 0874 0270 79 1.35
DeleteOnly [46] 84.2 28.7 0.893 0.501 130 1.53
Template [46] 78.2 48.1 0.850 0.603 250 1.50
Del&Retri [46] 88.1 30 0.897 0464 88 1.66
DualRL [37] 79.0 58.3 0970 0.801 117 1.98
DAST [32] 90.7 49.7 0961 0.705 181 1.76
DAST-C [32] 93.6 41.2 0933 0.560 274 1.49
DRLST [30] 91.2 7.6 0904 0484 65 1.36
PFST [45] 85.3 41.7 0902 0.527 94 1.78
DIRR [47] 94.2 52.6 0957 0.715 292 1.63
SACG (ours) 93.0 57.7 0971 0.778 74 2.23

5.4. Human Evaluation

A human evaluation study was conducted to assess the quality of sentences generated by SEST
compared to leading baselines. A sample of 200 sentences from the GYAFC dataset underwent style
transformation using SEST and four top-performing baselines. Two linguistics experts then evaluated
these sentences based on transfer strength, content preservation, and fluency. The evaluators rated
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content preservation and fluency on a 6-point Likert scale and identified whether the transformed
sentences matched the target style.

Table 5 displays the results of this human evaluation. SEST excels in all three criteria, particularly
in generating syntactically correct and fluent sentences. Inter-annotator agreement was calculated
to minimize biases, with Cohen’s kappa coefficients indicating substantial agreement in content
preservation and fluency, and moderate agreement in style transfer strength.

Table 5. Human evaluation scores on the GYAFC dataset.

Model Style(%) Content Fluency

DualRL 28.5 4.09 4.52
DAST 27.5 3.22 3.68
PFST 24.0 391 4.54
Del&Retri 255 2.61 3.23
SEST 44.5 4.39 5.07

5.5. Syntax Evaluation

We conducted a syntax evaluation using the Tree Edit Distance (TED) on constituency trees,
comparing TST model outputs with human references in the GYAFC dataset. This comparison aims to
measure how closely the TST models align with human-like syntactic structures. Table 6 shows the
results, where SEST outperforms baselines in producing sentences with syntactic structures similar to
human references. This finding indicates SEST’s capability to grasp and replicate the syntactic nuances
associated with different styles.

Table 6. Syntactic similarity (TED) between model outputs and human references in the GYAFC
dataset.

Model TED Model TED

DRLST  19.2 DeleteOnly 18.2
ARAE 18.1 Template 17.9
DualRL 152  Del&Retri  21.0
DAST 16.6 HPAY 18.4
PEST 15.5 DIRR 15.5
DAST-C 169 SEST 13.2

5.6. Ablation Study

An ablation study was conducted to evaluate the contribution of syntax-aware components in
SEST. Table 7 outlines the study’s results, comparing the full SEST model against variants lacking the
syntax-aware encoder and both the syntax-aware encoder and classifier. The results indicate that both
components are crucial for maintaining high performance, particularly in terms of fluency and content
preservation.

Table 7. Ablation study results showcasing the impact of syntax-aware components in SEST.

Model ACC(%) self-BLEU BLEU CS WO PPL
GYAFC data
SEST 84.1 - 211 0962 0591 73
SEST w/o Syntax-aware Encoder 83.8 - 203 0957 0544 83
SEST w/o Syntax-aware Encoder & Classifier 78.7 - 156 0943 0.446 223
Yelp data
SEST 93.0 57.7 - 0971 0778 74
SEST w/o Syntax-aware Encoder 92.6 56.4 - 0964 0720 85

SEST w/o Syntax-aware Encoder & Classifier 89.3 49.1 - 0.943 0.697 230
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5.7. Case Study

Table 8 presents a case study with examples from the GYAFC and Yelp datasets, showcasing the
output of SEST and top-performing baselines. The examples illustrate SEST’s ability to effectively
transfer style while maintaining content and grammatical correctness.

Table 8. Example outputs from SEST and baselines for style transfer tasks. Errors are highlighted.

From Formal to Informal (GYAFC) From Positive to Negative (Yelp)
Source Also, I dislike it when my father is unhappy. We will definitely come back here!
DualRL Also i thrilled... We will not come back here!
DAST Also, i r it when my father is men! We will normally joke back here?
PFST So I miss it when my father is 18. We will not come back here again.
SEST (ours)  Ialso hate it when my father is unhappy !! We will not come back here!

6. Conclusion

In this study, we scrutinized the performance of style classifiers employed in prevalent Text Style
Transfer (TST) models. Our analysis revealed a significant limitation: these classifiers typically fail
to effectively internalize syntactic structures within texts. To address this gap, we introduced the
Syntax-Enhanced Style Transfer (SEST) model, an innovative deep learning architecture tailored to
integrate syntactic comprehension into the process of style representation learning. Our experimental
approach involved rigorous testing across two well-established datasets, where SEST was benchmarked
against a range of leading TST models. Through a blend of automated metrics and human evaluations,
we established that SEST excels in its domain, outshining existing state-of-the-art approaches.
Particularly notable was SEST’s ability to produce sentences in the target style that not only were fluent
but also retained the essence of the original content. This capability underscores the effectiveness of
SEST in balancing style transformation with content preservation. Looking ahead, we aim to delve
deeper into enhancing textual structural representations. Our goal is to refine and integrate these
advancements into the SEST framework to elevate its performance in TST tasks further. By continually
pushing the boundaries of text style transfer, we aspire to develop more sophisticated and nuanced
models capable of handling a broader spectrum of stylistic transformations.
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