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Abstract: This paper presents a model for archival and retrieval of the videos of natural flowers. To design an 
efficient video retrieval system the stages namely, keyframe selection, feature extraction, feature 
dimensionality reduction and indexing are essential for fast browsing and accessing of videos. Three different 
keyframe selection approaches are proposed using clustering algorithms after segmenting flower regions from 
its background. Deep Convolutional Neural Network is used as a feature extractor. After keyframe selection, 
a video is represented with a set of keyframes. To reduce the feature dimension of a video, two feature selection 
methods are utilized. For an efficient archival and fast retrieval of flower videos an indexing method called 
KD-tree is recommended. For a given query video, similar videos are retrieved both in relative and absolute 
search modalities. An extensive experimentation conducted on a relatively large flower video dataset. The data 
set consists of 7788 videos of 30 different species of flowers. The videos are captured with three different devices 
in different resolutions. The comparative study reveals proposed keyframe selection approaches gives better 
results. It has also been observed that the videos retrieved in absolute approach with features selected from 
Binormal separation metric and indexing gives good results. 

Keywords: keyframe selection; dimensionality reduction; relieff; bi-normal separation; indexing; kd-tree; 
retrieval of flower video; deep flower 

 

1. Introduction 

Designing and developing a flower video retrieval system is a domain specific with many 
applications. Flower video retrieval system is an application in the field of floriculture for commercial 
trades. Floriculture is one of the important commercial trades in agriculture [48]. Day to day there is 
an increase in the demand for flowers. Floriculture involves nursery, flower trade, seed production 
from flowers [49]. Further, it is found useful in horticulture, interest in knowing the flower names for 
decoration, cosmetics and medicinal use etc., [47]. Due to the development of technology in business, 
floriculture traders can store a large volume of videos of flowers. Users can analyse the entire flower 
in a video before purchasing it and its seeds, instead of visiting the nurseries for flowers of their 
interest. Also, they can view different species of flowers in videos along with different variants 
available in each species. In such cases, it is essential to develop an automated system to search and 
retrieve users desired videos of flowers. Designing an automated system for the retrieval of flower 
videos is a challenging task, when the videos of flowers are captured in natural environment in all 
ecological conditions such as rainy, sunny and cloudy. The flowers in video pose a number of 
challenges such as occlusions, illumination, view point variation, scaling and multiple instances. To 
design an efficient video retrieval system, the phases such as feature extraction, keyframe selection, 
feature selection and indexing are essential.  

Keyframe selection can be performed generally in two different methods namely, sequential and 
cluster-based [62]. In the sequential technique, video frames are compared sequentially using a 
threshold [4–6]. The following approaches are found in sequential keyframes selection. An 
aggregation method with thresholding [13], cumulative frame difference of frames [14], an 
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aggregation of depth, motion and spatial saliency feature maps using dynamic programming 
optimization algorithm and an object based sequential approach [16]. In cluster based keyframe 
selection, similar frames are grouped together to select one of the frames in that group as a keyframe 
[3,7] using clustering algorithms. Clustering algorithms such as fuzzy c-means [9], hierarchical [11], 
affinity propagation clustering [12], Gaussian model [3,18,26], K-Means [3], Hidden Markov Model 
(HMM) are found in the literature.  

To extract keyframes from a video, features are extracted from each frame of the video. Features 
such as color, texture and entropy [3,11], the fusion of saliency features texture, curvature, multi scale 
contrast and motion [10], an energy feature consuming with potential energy and a kinetic energy 
[12], RGB correlation, the histogram of color and moments of inertia [13], DCT domain features are 
extracted. Keyframes can be selected using the scores of brightness, hue count, distribution of edge, 
contrast [8], Harries corner detector [18], Scale Invariant Feature Transformation [21], Speeded Up 
Robust Feature, Bag of Words [22], multi resolution histograms [23], Color and edge histogram [24], 
SURF descriptors [25], block wise intensity [5], color, motion and edge features [27,28] are extracted.  

In literature, we found that bundle of hand crafted features are required to select keyframes. 
Features of the keyframes obtained from deep learning approach are represented as a feature vector. 
When the dimension of the feature vector of a video is high, then there may exists a small amount of 
redundant and unnecessary information. The feature dimensionality reduction is required to select 
most discriminant features to reduce the feature dimension and to eliminate the redundant features 
when the dimension of the feature is high [30]. Generally, there are two different categories in 
dimensionality reduction methods, namely, feature transformation and feature selection [69]. The 
following methods on feature transformation are found such as PCA [5,33,35,43], Linear Discriminant 
Analysis (LDA) [31], generalized eigen decomposition method [32], semi-supervised LDA [34,42], 
normalized discriminant analysis [40], canonical correlation analysis [42]. The feature selection 
methods are categorized into wrapper, filter and embedded based methods [53]. Examples of feature 
selection techniques are ReliefF algorithm [57,71], Bi-normal separation [58], Fisher Score, Chi-
Squares, Information gain and Lasso [70]. After dimensionality reduction, the feature space reduces. 
Further it will be used for indexing and retrieval. Indexing is a technique used to speed up the 
accessing of videos more accurately. Due to the large volume of data manual organization cannot be 
done. To organize videos an efficient indexing mechanism is essential to retrieve the required and 
more relevant videos. Indexing methods such as Fast-Pattern-Index tree [19], Hierarchical affinity 
hybrid tree multidimensional indexing are used for video retrieval.   

This paper presents a video retrieval system using Deep Convolutional Neural Network 
(DCNN) because of their capability of overcoming the drawback of traditional feature extraction 
algorithms of hand crafted features. Initially DCNN was designed for image classification [36]-[39]. 
To retrieve related text from image deep learning is applied [44]. Deep learning techniques are 
suitable for identification and retrieval of videos and images. In Computer vision and machine 
learning, retrieval of relevant videos is a challenging task because of interclass similarity and 
intraclass variability [45]. Videos can be retrieved based on query types such as an image, video, 
sketch or objects [46]. In the proposed work videos are retrieved based on a query video. 

From the literature, it is clear, all the keyframe selection methods are traditional ways. 
Traditional methods require bundle of hand crafted features. This paper presents, a keyframe 
selection approach using deep learning method. Further, we have not found that a suitable feature 
selection method for feature dimension reduction for features extracted from the keyframes of the 
flower videos. Therefore, this paper presents suitable feature selection method. Fast accessing of the 
flower videos using indexing approach is the first of its kind in the literature. Flower video retrieval 
system using keyframe selection, feature selection and an indexing scheme, presents query by video 
framework for the retrieval of similar videos for a given query.  

The overall contributions of the proposed work are: 
1. Proposal of algorithmic models for the selection of keyframes from 

natural flower videos with clustering techniques using Deep 
Convolutional Neural Network (DCNN) as a feature extractor.  
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2. Proposal of Dimensionality Reduction (DR) methods for the 
selection of essential features to reduce the feature dimension.  

3. Proposal of an Indexing scheme for fast browsing and retrieval of 
flower videos. 

4. Creation of reasonably a large dataset of flower videos which shall 
be made available public for research purpose.  

The remaining part of the paper is organized as follows. The proposed work is explained in 
Section 2. Experimentation is described in Section 3. The comparative study between proposed model 
and the traditional model is discussed in Section 4. The work is concluded in Section 5. 

2. Proposed Work 

The retrieval of flower videos has majorly four sections, preprocessing, feature extraction, 
selection of keyframes and retrieval of videos of flowers as shown in Figure 1. The preprocessing is 
explained in Section 2.1. It includes conversion of a video to frames and extraction of flower 
region/segmentation of frames. Features extraction using deep learning technique is depicted in 
Section 2.2. The process of selection of keyframes is presented in Section 2.3. And finally, the retrieval 
stage, consists of dimensionality reduction, indexing and retrieval using indexing and are explained 
in Section 2.4.  

 
Figure 1. Block diagram of the proposed flower video retrieval system. 

2.1. Preprocessing 

Preprocessing of raw videos is an essential task which is carried out before designing any video 
retrieval system. Initially, the system converts a video into frames in preprocessing. It generates 30 
frames on an average per second and resizes the frames to 256 x 256 for further processes.  

Let DBv be a collection of flower video database of ‘N’ number of videos  
i.e.,  DBv = {V1, V2, V3, …,Vi, …, VN}          (1) 

Then in general any video Vi in the database is a set of n number of frames and is given by  
Vi = {F1, F2, F3, …, Fi, …, Fn} (2) 
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Extraction of Flower Region/Segmentation of Frames 

Segmentation is the process of selecting the region of interest and eliminating the background 
and unwanted region from the frame [63]. In the proposed work, segmentation is carried out to obtain 
the flower/s region/s of interest by removing the background region of the frames of the video. The 
video frames are segmented before keyframe selection. Image segmentation techniques can be 
divided into two types, one is an automatic and another one is semi-automatic [64]. In automatic 
segmentation there is no user interaction to segment the region of interest [50]. Semi-automatic 
techniques require user interaction [65]. In literature we can find several segmentation methods such 
as threshold based [72,73], graph based [74,75], Region based [76,77]. In this work, we have utilized 
automatic and region based segmentation algorithm. Due to the region merging algorithm combines 
regions, which are sets of pixels and they grow iteratively by combining smaller regions or pixels. 
Region merging techniques use statistical tests to decide the merging regions. It preserves the global 
properties for the perceptual units of the frame.  

After converting a video Vi into frames, the flower region/s of interest of each frame of the video 
Vi is extracted using statistical Region Merging (SRM) algorithm [50]. After segmentation, the video 
Vi is named as SVi and is given by 

SVi = {SF1, SF2, SF3, …, SFi, …, SFsn}(3) 
it consists of sn number of segmented frames. After segmentation features are extracted using 

deep convolutional neural network.  

2.2. Extraction of Features  

In this Section we present the extraction of features using Convolutional Neural Network 
architecture. Deep learning technique, extracts features in hierarchy wise, starts from lower level 
hierarchy from pixel wise then abstracts the extracted features in the next hierarchy. Lower level layer 
extracts low level features such as edges and corners. The higher layers extract high level patterns 
such as parts and object. The final hierarchy is the abstract level of all the hierarchies. Deep 
Convolutional Neural Network learns features directly form data without depending on human 
designed traditional features (Yoshua, 2009). The ability to automatically learn features from raw 
input data is becoming an important for the applications to computer vision and machine learning. 
In literature we found AlexNet, GoogleNet, VGGNet, ResNet deep learning architectures. We 
recommended AlexNet because it can be trained on small size images i.e 227 × 227, which is more 
appropriate. VGG and GoogleNet were trained on large size images approximately (1000 × 1000) 
(Pang et al., 2017). In the proposed work, for the extraction of deep features, the architecture of 
AlexNet (Krizhevsky et al., 2012) is used after segmentation of frames of the video. It is a layered 
architecture in which the layers perform convolution, pooling and ReLU operations of the data (Guo 
et al., 2016). Convolution puts the input data of the video through a set of convolutional filters, each 
of which activates features. The output of the first layer is an input to the second layer and it continues 
same for all layers. Pooling simplifies the output to reduce the number of parameters that the network 
needs to learn by performing non-linear down sampling. In Rectified Linear Unit (ReLU) negative 
values are mapped to zero for faster and more effective training it maintains positive values. The 
proposed architecture is composed of eight layers as shown in Figure 2. The first five, conv1 to conv5 
are convolutional layers and the next three namely fc6 to fc8 are fully connected layers. An image of 
size 227x227x3 is input to the first convolution layer, it filters with 96 kernels. The second layer filters 
first layer output with 256 kernels. The third layer takes the input from the second layer and filters it 
with 384 kernels. The fourth layer has 384 kernels. The fully connected layers fc6 and fc7 have 4096 
neurons. The fc8 layer has 1000 neurons, i.e., softmax layer. The features obtained from fully 
connected eighth layer output are used to design the proposed model. 
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Figure 2. Structure of AlexNet ConvNet architecture used for Flower video retrieval system. 

2.3. Keyframe Selection 

Keyframe selection is the fundamental process in video content analysis to design a video 
retrieval system [2,3]. It is essential to maximally reduce the redundant frames to minimize the 
computational burden. Keyframes contain salient information of the video. Most of the traditional 
keyframe selection approaches select keyframes based on hand crafted conventional features. Still 
they lack in achieving good performance. In this paper we propose keyframe selection approaches 
using Deep Convolutional Neural Network (DCNN) as a feature extractor with clustering 
approaches.  

The segmented frames of a video SVi in Equation (3), contains the redundant frames, which can 
be eliminated by representing the video with essential frames, this process is called keyframe 
selection of a video of flower/s. Now video Vi in Equation (3) can be redefined as  

SKVi = {SKF1, SKF2, …, SKFm} (4) 
it consists of ‘m’ number of keyframes among ‘n’ number of frames, which are obtained by the 

proposed deep learning cluster based keyframe selection methods. The features of keyframes are 
represented as follows. 

SKF1 = [f11, f12, f13, …, f1r] 
SKF2 = [f21, f22, f23, …, f2r] 
SKF3 = [f31, f32, f33, …, f3r] 

SKFm = [fm1, fm2, fm3, …, fmr] 
Therefore, the feature vector of the video Vi in Equation (1) can be represented as follows, 

FMVi = {[ f11, f12, f13, …, f1r], [f21, f22, f23, …, f2r], [f31, f32, f33, …, f3r], …, [fm1, fm2, fm3, …, fmr]}  (5) 
The FMVi can be obtained from the following summarized contributions of keyframe selection 

using DCNN with clustering approaches. 
1. Keyframe selection using Hierarchical clustering  
2. Keyframe selection using K-means clustering  
3. Keyframe selection using Gaussian Mixture Model 

The keyframe selection of the proposed model is as shown in the following Figure 3. Each of the 
three methods consists of three major phases. 

a. Preprocessing - Segmentation 
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b. Feature Extraction - DCNN 
c. Clustering and selection of final set of keyframes 

 

Figure 3. Proposed model of the process of keyframe selection. 

2.3.1. Keyframe Selection with Hierarchical clustering using DCNN 

In this approach, initially the video frames are segmented, the features are extracted from each 
segmented frame using ConvNet [51]. The proposed method selects keyframes using Hierarchical 
clustering algorithm. Hierarchical clustering algorithm employs a bottom-up approach for grouping 
similar frames to form clusters. Initially it assumes each frame itself as a cluster. For a frame it finds 
minimum distanced frame, then it merges these two frames to form a hierarchy and creates a cluster. 
Similarly, it repeats for all the frames of the video. Finally, it creates a single hierarchy for all the 
patterns. The proposed model slices the hierarchy, to obtain K-number of clusters. Then it finds the 
centroid of each clusters generated from Hierarchical clustering. The frame near to each centroid are 
selected as keyframes. Once the set of keyframes are obtained for a video then the model applies 
fidelity measure to obtain the best set of keyframes by comparing with other two proposed clustering 
methods. The Algorithm 1 shows the proposed keyframe selection approach with Hierarchical 
clustering. 

Algorithm 1: Hierarchical_keyframes_selection (Vi) 

Input: Frames (Fn) of Video Vi  

Output: K-centroids, keyframes (SKVi), Kfdb = keyframes database 

  for i=1 to n frames of Vi 

    extract DCNN features  

   if( min dist(Fi , Fi+1)) 

   C=Merge(Fi , Fi+1) 

 for end 

   If C= single cluster  //single hierarchy 
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    Split C into K number of hierarchies      // to obtain K-clusters  

    Kfdb=Find K-centroids  // frame nearest to centroid 

   If end 

  return(Kfdb) 

2.3.2. Keyframe Selection Using K-Means Clustering  

The proposed method extracts DCNN features from each segmented frame of the video then 
clusters the similar frames with K-means clustering algorithm [55]. It creates ‘K’ number of clusters 
based on the similarity of the segmented frames and it selects frame near to the centroid of each 
cluster as a keyframe. Once a set of keyframes are obtained then the model applies fidelity measure 
[54]. The Algorithm 2 represents the proposed keyframe selection process using K-means clustering 
[55]. 

Algorithm 2: KMeans_keyframes_selection (Vi) 

Input: Frames (Fn) of Video Vi , K - number of clusters and µ1, µ2, µ3, …, µK are the means of each 

initial clusters  

Output: K-centroids, keyframes (SKVi), Kfdb = keyframes database 

 for i=1 to n frames of Vi 

   extract DCNN features 

  select µ1, µ2, µ3, …, µK are the means of each initial clusters  

    find Si number of nearest frames to µi 

  Recalculate µi 

  Until there is no change in µi 

  Return µ1, µ2, µ3, …, µK 

 for end 

   for i=1 to K  //K number of clusters 

    Ki=find frame near to µi       

    Kfdb=Ki // keyframes  

   If end 

  return(Kfdb) 

The above algorithm illustrates that it takes n number of frames of a video and the number of 
required clusters K and µ1, µ2, µ3, …, µK are the means of each initial clusters, then calculates the nearest 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 29 November 2023                   doi:10.20944/preprints202311.1909.v1

https://doi.org/10.20944/preprints202311.1909.v1


 8 

 

frame to each cluster mean using Euclidean distance as a proximity measure. It recalculates the mean 
value to create new clusters having similar frames, then cluster centroids are chosen as keyframes to 
represent a video. 

2.3.3. Keyframe Selection Using Gaussian Mixture Model (GMM) 

This method selects keyframes using GMM [67,68] clustering algorithm. Initially the video 
frames are segmented, the features are extracted from each segmented frame using ConvNet [51]. 
Gaussian Mixture Model is a probabilistic distribution model, it groups segmented keyframes based 
on probability of the similar frames. From GMM, K-number of clusters are obtained. Then the 
centroid of the GMM clusters are selected as keyframes. Finally, fidelity measure has been applied to 
obtain a best set of keyframes. The algorithm 3 signifies the proposed keyframe selection process 
using GMM. 

Algorithm 3: GMM_keyframes_selection (Vi) 

Input: Frames (Fn) of Video Vi , K - number of clusters  

Output: K-centroids, keyframes (SKVi), Kfdb = keyframes database 

 for i=1 to n frames of Vi 

   extract DCNN features 

   estimate maximum likelihood expectation using GMM distribution  

   group the similar frames to from K number of clusters    

 for end 

   for i=1 to K  //K number of clusters 

    Ki=find frame near to centroid of each cluster       

    Kfdb=Ki // keyframes  

   If end 

  return(Kfdb) 

Among all the above three approaches the method which generates highest fidelity value has 
been used to represent a video for further processes, such as Feature Dimensionality Reduction, 
Indexing and Retrieval. 

2.4. Retrieval 

After the selection of keyframes, each video of DBv in Equation (1) is represented as keyframes 
SKVi as shown in Equation (4). Then, features of keyframes of a video SKVi is represented as a feature 
vector as shown in Equation (5). The features are extracted using DCNN, as it extracts features from 
layer wise the dimension of the feature vector is high. There may be sparse, redundant and unwanted 
features in the feature vector FMVi. To select most essential features, feature selection methods are 
required and are explained in Section 2.4.1. 

2.4.1. Dimensionality Reduction (DR)  
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Features having large dimension increases retrieval error and increases the computational 
complexity drastically. Selecting a subset of most necessary features from the original by eliminating 
irrelevant, noisy, redundant features is a challenging task. In the proposed model, features are 
extracted using DCNN from a set of keyframes for the retrieval of flower videos. When the length of 
the feature dimension is very high then the filter based feature selection methods are suitable for the 
feature dimension reduction.  Therefore, in this work, we have proposed two filter based feature 
selection methods namely ReliefF algorithm and Bi-normal separation metric explained in Section 
2.4.1.1 and 2.4.1.2 respectively. 

2.4.1.1. RelieF Algorithm 

To select necessary features, in the proposed work, the ReliefF is used as a supervised feature 
selector. ReliefF is initially proposed by Kira and Randell as a filter-based feature selector. It computes 
ranks and weights for the predictors. The feature weights ranges from -1 to +1. The important 
attributes are those large positive weighted attributes. Rank indicates that the importance of the 
attribute. It assigns ranks based on K nearest neighbors. 

2.4.1.2. Bi-Normal Separation (BNS) 

Bi-normal separation feature selection metric is the inverse cumulative probability function of 
the difference between true positive ratio and false positive ratio of the standard normal distribution 
[58]. Some value is substituted to zero to avoid undefined value. If the feature is more prevalent in 
the positive class, then its threshold is further from the tail of the distribution than that of the negative 
class. The BNS metric measures the separation between these two thresholds. It is defined as follows, 

_
1 1( , ) ( ( | ) ( ( | )i j i j i jBNS dfv FC F P dfv C F P dfv C    

Where dfvi is the discriminating feature of the video vi with respect to the category of the flower 
video i.e FCj 

After eliminating the irrelevant features from the feature vector of the video in question (5), the 
reduced feature vector is defined as follows. 

DRVi = [drf1, drf2, drf3, …, drfp]     (6) 

2.4.2. Indexing  

For the retrieval of videos, the proposed model uses reduced features obtained from Equation 
(6). Along with reduced features an indexing scheme called KD-tree, explained in Section 2.4.2.1 is 
used for easy and fast accessing of relevant videos. Therefore, after indexing the training videos of 
the database can be defined as follows. 

DBv = {DRIV1, DRIV2, DRIV3, …, DRIVi, …, DRIVn}   (7) 

For any query video TQj denoted as TQj = {QSF1, QSF2, …, QSFj}, be a set of segmented frames of 
the query video TQj. Then KQj = {QSKF1, QSKF2, …, QSKFn}, be a set of keyframes of the query video. 
Then the features of KQj are denoted as follows 

QSKF1= [qf11, qf12, …, qf1m] 
QSKF2 = [qf21, qf22, …, qf2m] 
QSKFn = [qfk1, qfk2, …, qfkm] 
The reduced dimension of a query video is denoted as follows, 

drQj = {drqf1, drqf2, …, drqfq}    (8) 
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Finally, after indexing the testing video is defined as TQj =IdrQj 
To find the similarity between a query video ‘TQj’ to the database videos of ‘DBv’, nearest 

neighbor approach of KD-tree indexing is used. Figure 13 shows the sample query video, selected 
keyframes and retrieved videos from the proposed video retrieval system. 

2.4.2.1. KD-Tree Indexing 

The process of retrieval of videos takes long time when the size of the database is extensively 
large. To reduce the retrieval time and to fast the retrieval process, designing an indexing scheme is 
an essential task. We can find indexing methods namely, B-tree [79], B+ tree [80], R tree, KD-tr
 ee [59]. Due to the feature dimension of flower video is multi-dimensional, this paper proposes 
a mechanism for indexing using KD-tree indexing method. KD-tree is a K dimensional feature vector 
indexing tree structure. Feature vector of a video ‘Vi’ is multi-dimension as shown in Equation (5). 
Each individual video of the database is indexed using KD-tree as shown in Equation (6). The KD-
tree indexing model is the efficient data structure for multidimensional features for organizing K-
dimensional data and it is also useful for searching based on a multidimensional key. To construct 
the KD-tree, at the root, we split the set of features into two subsets called left sub-tree and right-
subtree. It is an efficient data structure for retrieval of natural flower videos. The KD-tree indexing 
mechanism in [59]-is used in the proposed work. 

3. Experiments 

3.1. Creation of Very Large Dataset 

Due to the advanced technology of widely using devices such as mobiles and cameras, capturing 
and storage of flower videos is easy, when the size of the database increases the difficulty lies in 
searching flower videos of user’s interest. Standard dataset of flower videos is not publicly available. 
We have collected different species of flower videos with three different devices namely, Samsung 
Galaxy Grand Prime (SGGP) mobile of 8 mega pixels, which consists of 2611 videos. Sony Cyber shot 
camera of 14.1 mega pixels, consists of 2521 videos. Canon camera of 16 mega pixels, which consists 
of 2656 videos.  The duration of the captured videos ranges from 4 to 60 seconds. There exists a small 
inter class and large intra class variations. Videos captured in the real environment with varied 
ecological conditions such as summer, rainy and winter seasons. We created datasets, in South 
Karnataka during 2016 to 2018. Videos captured in flower shows namely Mysore palace flower show, 
Mysore Dasara flower show, Lalbhagh flower show at Bangalore, nurseries, parks, flowers in house 
gardens etc. Videos in flower shows, flower pots/plants are organized by floriculturists and 
horticulturists for visitors, Figure 4. shows that the video frames/images captured in flower shows. 
The challenges considered such as viewpoint variations, cluttered background, large illumination, 
partial occlusion and multiple instances of the flowers. The large intra-class variations of flower video 
samples from the dataset we captured are shown in Figure 14. 

 
Figure 4. Video frames/ Images captured in flower shows. 
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3.2. Experimentation on Keyframes Selection 

In this Section we present the experimental results and the comparative study between proposed 
approaches with conventional cluster based approaches for the selection of keyframes.  

To examine the proposed keyframe selection approaches the performance measure namely, 
Fidelity measure is used. It finds the maximum of minimal distance between the set of keyframes or 
semi-Hausdorff distance. Fidelity measure is used to compare the selected keyframe with remaining 
frames of the video [54]. In the proposed work, the selected keyframes are compared with frames of 
the sequence of a video. The proposed deep learning cluster based keyframes selection methods are 
compared with existing conventional cluster based keyframes selection methods [3,11]. Table 1 
describes the average fidelity values for 30 classes of flower videos of the proposed methods.  

We have proposed three cluster based methods and conducted experiments for the selection of 
2 keyframes to 5 keyframes by creating 2 clusters to 5 clusters respectively. Our experimentation is 
limited to 5 keyframes since to create more than 5 keyframes no convergence is achieved. The average 
fidelity results for 2 to 5 keyframes on SGGP, Sonycyber Shot and Canon datasets are shown in Table 
1. The fidelity values are normalized between 0 to 100. 

Table 1. Average fidelity values of proposed deep learning keyframe selection approaches. 

Dataset 
Hierarchical  K-Means GMM 

2kfs 3kfs 4kfs 5kfs 2kfs 3kfs 4kfs 5kfs 2kfs 3kfs 4kfs 5kfs 
SGGP 70.32 67.49 64.65 64.24 70.52 68.55 69.59 65.35 71.76 73.17 78.58 78.76 

Sonycyber 
Shot 

61.02 59.91 58.99 57.74 57.83 58.89 60.02 59.83 68.55 71.57 63.88 79.01 

Canon 68.01 65.55 65.59 65.78 67.44 66.16 67.29 69.32 70.55 78.78 72.47 82.56 

3.2.1. Comparative Study between Conventional V/S Deep Learning Approaches for Keyframes 
Selection  

The proposed deep learning cluster based keyframes selection approaches are compared with 
conventional cluster based keyframes selection approaches [3,11]. Both conventional and deep 
learning methods generates good results for 5 keyframes. Therefore, we have shown comparative 
study for 5 keyframes. Table 2 describes the average fidelity values for 30 classes of flower videos of 
the proposed deep learning methods and conventional methods for 5 keyframes. 

Table 2. Comparison of average fidelity values of proposed deep learning and conventional keyframe 
selection approaches. 

Dataset 
Conventional approaches  Proposed DCNN approaches 

Hierarchical [11] K-Means [3] GMM [3] Hierarchical K-Means GMM 
SGGP 54.36 55.00 55.50 64.24 65.35 78.76 

Sonycyber Shot 52.10 50.77 64.73 57.74 59.83 79.01 
Canon 54.72 53.18 55.66 65.78 69.32 82.56 

In this work, we presented three keyframes selection approaches using DCNN as a feature 
extractor. Among the three different approaches, the keyframe selection method using deep learning 
features with GMM clustering approach gives good fidelity results. These keyframes are used to 
represent a video and are used for the retrieval of videos. The proposed approaches give better results 
than the existing methods. The sample keyframes are shown in Figure 15. 

3.3. Result Analysis of Retrieval of Flower Videos 

For retrieval, each video of the database is represented as a set of keyframes selected from 
proposed keyframe selection using clustering approach namely Gaussian Mixture Model. For a given 
query video of a flower/s, the similar videos are retrieved via two different modalities, namely, 
absolute modality and relative modality. In absolute mode, top 5 to top 25 videos which are absolute 
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to the query video are retrieved. In relative mode, top 5% and top 10% videos which are relative to 
the query video are retrieved. The two different ways of retrieval of videos are as follows,  

Absolute Modality:  
i. With Dimensionality Reduction (DR) and with KD-tree indexing   

a. ReliefF feature selection algorithm and with indexing. 
b. Bi-normal separation feature selection metric and with indexing  

ii. Without dimensionality reduction and with KD-tree indexing 
iii. Data base search (without DR and without KD-tree indexing) 
Relative Modality:  
i. With dimensionality reduction and with KD-tree indexing 

a. ReliefF feature selection algorithm and with indexing. 
b. Bi-normal separation feature selection metric and with indexing  

ii. Without dimensionality reduction and with KD-tree indexing 
iii. Data base search (without DR and without KD-tree indexing) 
To examine the proposed retrieval system the performance measures namely, precision, recall 

and F-measure are used and are given below.  

      
     

Total number of videos retrieved are relevant
Total number of videos retrieved

Precision    (9) 

      
          
Total number of videos retrieved are relevanRecal t
Total number of similar videos in the datab

l
ase

           (10) 

 
2* *Precision RecallF Measure
Precision Recall

 


    (11) 

Result analysis of video retrieval of SGGP, Sony Cyber shot and Canon devices dataset with 
above mentioned modalities are shown below. 

3.3.1. Absolute Modality 

3.3.1.1. with DR and with KD-Tree Indexing 

In this section, we present the retrieval results obtained with reducing feature dimension and 
using indexing mechanism in absolute modality. To reduce the dimension of the features, the 
proposed system is tested up to 1500 features. The Figures 5 and 6 show that the features required 
for an efficient retrieval in absolute modality for ReliefF and BNS algorithms. Features selected from 
100 to 1500 with varying 100 features. 

a. ReliefF feature selection and with KD-tree indexing. 
Table 3a–c show the precision, recall and F-Measure for top 5 to top 25 videos retrieved with 

varying the training and testing samples of SGGP, Sony Cybershot and Canon datasets in absolute 
mode. To select the most discriminating features, the feature selection method such as ReliefF 
algorithm is used for feature dimensionality reduction and KD-tree indexing mechanism is applied 
to retrieve top 5 to 25 similar videos from the database for a given query video. Feature selection 
method and an indexing scheme reduces the computation time and cost and it increases the efficiency 
in terms of precision. 
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(a) (b) (c) 

Figure 5. Feature selection graph in absolute mode using ReliefF algorithm for datasets (a) SGGP (b) 
Sonycyber Shot (c) Canon. 

Table 3 (a). SGGP dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-

Test in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 72.87 66.42 61.2 56.23 51.6 13.25 23.86 32.56 39.35 44.64 21.96 34.06 41.06 44.65 46.13 

40–60 75.58 69.14 64.73 60.75 57.11 10.61 19.14 26.55 32.81 38.18 18.28 29.17 36.44 41.12 44.11 

50–50 77.39 71.75 67.5 64.07 60.69 8.82 16.22 22.63 28.32 33.18 15.6 25.8 32.85 37.94 41.36 

60–40 80.73 75.27 71.39 67.78 64.89 7.55 14.04 19.9 25 29.67 13.64 23.17 30.28 35.4 39.37 

70–30 82.73 77.59 73.65 70.2 67.26 6.68 12.47 17.68 22.36 26.61 12.22 21.06 27.78 32.9 36.88 

80–20 84.91 80.7 76.38 73.06 69.94 5.99 11.32 15.98 20.3 24.18 11.07 19.51 25.81 30.89 34.82 

Table 3 (b). SonyCybershot dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-

Test in 

% 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 75.74 70.15 64.86 59.39 54.56 14.65 26.88 36.69 43.98 49.81 24.01 37.66 45.28 48.81 50.33 

40–60 80.34 74.75 69.96 65.75 61.5 11.67 21.49 29.93 37.05 42.65 20 32.48 40.59 45.8 48.66 

50–50 82.53 77.34 73.19 69.3 65.8 9.67 17.95 25.29 31.68 37.27 17.03 28.42 36.47 42.07 45.98 

60–40 84.44 79.72 75.91 72.4 69.12 8.25 15.45 21.84 27.57 32.66 14.81 25.29 32.98 38.7 42.9 

70–30 85.1 81.09 77.57 74.33 71.49 7.09 13.38 19.08 24.21 28.93 12.92 22.5 29.84 35.46 39.89 

80–20 87.15 83.04 79.76 76.99 73.81 6.38 12.08 17.28 22.11 26.31 11.75 20.69 27.7 33.38 37.59 

Table 3 (c). Canon dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-

Test in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 82.4 76.83 71.26 65.71 60.52 14.86 27.35 37.43 45.37 51.59 24.6 39.04 47.33 51.7 53.63 

40–60 84.74 80.22 75.89 71.56 67.1 11.63 21.73 30.46 37.82 43.78 20.06 33.2 41.99 47.67 50.99 

50–50 85.73 81.73 77.68 74 70.44 9.53 17.99 25.43 31.92 37.62 16.87 28.69 37.06 42.99 47.17 

60–40 87.89 83.74 80.34 76.83 73.54 8.2 15.53 22.16 27.99 33.13 14.77 25.55 33.66 39.61 43.99 

70–30 91.26 87.32 84.11 81.04 77.6 7.26 13.85 19.9 25.43 30.19 13.27 23.38 31.27 37.44 41.93 
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80–20 92.71 89.61 86.82 84.29 81.47 6.43 12.38 17.88 23.06 27.65 11.89 21.32 28.89 35.12 39.91 

b. Bi-normal separation feature selection metric and with KD-tree indexing  
Table 4a–c show the precision, recall and F-Measure for top 5 to top 25 videos retrieved with 

varying the training and testing samples of SGGP, Sony Cyber shot and Canon datasets in absolute 
mode. To select the most discriminating features, the feature selection method such as Bi-normal 
separation metric is used. KD-tree indexing mechanism is applied to retrieve top 5 to 25 similar 
videos from the database. Bi-normal separation feature selection metric and KD-tree indexing scheme 
reduces much more computation time and it increases the efficiency in terms of precision when 
compared with the ReliefF. 

(a) (b) (c) 

Figure 6. Feature selection graph in absolute mode using BNS algorithm for datasets (a)SGGP (b) 
Sonycyber Shot (c) Canon. 

Table 4 (a). SGGP dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-

Test in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 74.07 67.15 61.77 57.13 52.77 13.52 24.17 32.98 40.1 45.83 22.4 34.5 41.57 45.48 47.31 

40–60 75.77 70.11 65.3 61.23 57.66 10.63 19.45 26.9 33.27 38.78 18.32 29.64 36.89 41.63 44.72 

50–50 77.11 72.28 68.14 64.44 61.18 8.77 16.37 23 28.75 33.76 15.51 26.04 33.35 38.42 41.97 

60–40 80.13 75.63 72.16 68.78 65.53 7.51 14.13 20.17 25.53 30.17 13.57 23.32 30.69 36.1 39.96 

70–30 82.13 77.51 74.28 71.19 68.4 6.63 12.48 17.89 22.77 27.22 12.13 21.08 28.11 33.49 37.68 

80–20 85.14 80.51 77.09 73.94 71.19 5.98 11.27 16.15 20.58 24.68 11.07 19.44 26.1 31.33 35.55 

 

Table 4 (b). SonyCybershot dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-

Test in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 78.35 72.7 66.98 61.47 56.37 15.31 28.13 38.22 45.97 51.92 25.06 39.34 47.07 50.84 52.27 

40–60 81.95 77.28 72.63 67.9 63.64 12.05 22.49 31.37 38.59 44.54 20.62 33.9 42.44 47.58 50.65 

50–50 84.27 79.4 75.78 71.9 68.18 10 18.68 26.49 33.2 38.96 17.58 29.5 38.1 43.97 47.94 

60–40 85.79 81.51 78.34 75.01 71.95 8.431 15.93 22.81 28.92 34.37 15.13 26.05 34.35 40.46 45.01 

70–30 87.34 83.25 80 77.57 74.51 7.34 13.9 19.94 25.61 30.51 13.38 23.34 31.11 37.38 41.95 

80–20 88.69 85.22 82.12 79.53 76.98 6.58 12.53 18.04 23.2 27.9 12.12 21.43 28.85 34.9 39.69 
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Table 4 (c). Canon dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-

Test in 

% 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 83.54 78.43 73.81 68.76 63.45 24.93 39.93 49.14 54.26 56.36 24.93 39.93 49.14 54.26 56.36 

40–60 86.4 82.11 78.04 74.29 70.18 11.85 22.25 31.37 39.31 45.89 20.44 34.02 43.27 49.58 53.46 

50–50 87.73 83.69 80.01 76.48 73.16 9.763 18.43 26.19 33.08 39.14 17.27 29.42 38.21 44.55 49.1 

60–40 89.6 85.75 82.62 79.23 76.28 8.343 15.84 22.73 28.86 34.44 15.03 26.1 34.6 40.88 45.73 

70–30 92.22 89.31 86.17 83.32 80.44 7.32 14.08 20.28 26.05 31.24 13.4 23.81 31.92 38.43 43.44 

80–20 93.29 91.07 88.86 86.37 83.99 6.46 12.48 18.2 23.48 28.45 11.95 21.52 29.45 35.83 41.12 

3.3.1.2. Without Dimensionality Reduction and with KD-Tree Indexing 

Table 5a–c show the precision, recall and F-Measure for top 5 to top 25 videos retrieved with 
varying the training and testing samples of SGGP, Sony Cybershot and Canon datasets in absolute 
mode. Retrieval without dimensionality reduction and with KD-tree indexing takes very long time 
and it gives less result than with dimensionality reduction method of absolute mode.  

Table 5 (a). SGGP dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results: Without DR – with Indexing  

Precision Recall F-Measure 

Train-

Test in 

% 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 67.71 60.82 55.66 50.85 46.58 12.16 21.64 29.37 35.36 40.18 20.2 30.98 37.16 40.25 41.59 

40–60 69.74 63.4 58.63 54.8 51.3 9.66 17.31 23.75 29.29 33.97 16.67 26.46 32.73 36.85 39.41 

50–50 71.54 66.18 61.7 57.88 54.68 8.06 14.77 20.43 25.3 29.58 14.26 23.55 29.76 34.02 37.02 

60–40 75.2 69.8 65.57 61.84 58.5 6.99 12.91 18.03 22.48 26.39 12.62 21.33 27.52 31.96 35.17 

70–30 77.26 71.98 68.11 64.51 61.31 6.19 11.46 16.16 20.23 23.88 11.33 19.38 25.45 29.88 33.25 

80–20 79.56 74.77 70.7 66.98 63.81 5.56 10.38 14.61 18.33 21.68 10.29 17.9 23.65 27.99 31.38 

Table 5 (b). SonyCybershot dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results: Without DR – with 

Indexing 

Precision Recall F-Measure 

Train-

Test in 

% 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 72.91 66.96 61.49 55.55 50.86 14.13 25.74 34.86 41.3 46.67 23.15 36.03 42.97 45.73 47 

40–60 77.11 71.67 66.64 62 57.65 11.22 20.65 28.51 34.93 40.05 19.23 31.18 38.65 43.17 45.62 

50–50 78.76 73.45 69.28 65.1 61.42 9.23 17.08 23.96 29.79 34.8 16.27 27.03 34.55 39.55 42.91 

60–40 81.72 76.27 72.04 68.3 64.71 7.96 14.72 20.7 25.94 30.55 14.31 24.12 31.27 36.44 40.14 

70–30 82.29 77.71 74.09 70.49 67.35 6.84 12.79 18.18 22.88 27.12 12.47 21.52 28.45 33.54 37.45 

80–20 84.43 79.41 76.03 72.79 69.53 6.15 11.5 16.41 20.82 24.68 11.33 19.69 26.33 31.47 35.3 
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Table 5 (c). Canon dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results: Without DR – with Indexing 

Precision Recall F-Measure 

Train-

Test in 

% 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 79.26 73.15 67.4 61.65 56.53 14.23 25.9 35.31 42.49 48.18 23.58 37.03 44.7 48.45 50.07 

40–60 82.01 76.68 72.04 67.46 63.13 11.19 20.71 28.78 35.49 41.04 19.31 31.67 39.73 44.82 47.87 

50–50 83.18 78.18 73.96 69.92 66.27 9.21 17.14 24.11 30.07 35.24 16.3 27.37 35.18 40.55 44.28 

60–40 85.66 80.42 76.71 73.06 69.49 7.96 14.82 21 26.47 31.16 14.36 24.42 31.97 37.53 41.44 

70–30 89.5 84.59 80.45 77.08 73.69 7.08 13.34 18.93 24.05 28.54 12.97 22.55 29.79 35.48 39.71 

80–20 91.14 87.36 83.8 80.6 77.5 6.29 11.98 17.16 21.84 26.1 11.63 20.66 27.77 33.36 37.78 

3.3.1.3. Data Base Search (without DR and without KD-Tree Indexing) 

The following tables illustrates database search results of datasets SGGP, Sony Cyber shot and 
Canon for top 5 to top 25 retrievals in absolute way without using dimensionality reduction and 
indexing techniques but the features are extracted using DCNN. For any given query video, it 
searches similar videos from the database using Euclidean distance as a proximity measure. Tables 
6a–c show the precision, recall and F-Measure of top 5 to top 25 videos retrieved with varying the 
training and testing samples of SGGP, Sony Cyber shot and Canon datasets in absolute mode.  

Table 6 (a). SGGP dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-Test 

in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 67.72 60.86 55.71 50.89 46.62 12.2 21.7 29.41 35.41 40.23 20.2 31 37.2 40.29 41.63 

40–60 69.74 63.44 58.67 54.82 51.34 9.66 17.3 23.77 29.31 34.01 16.67 26.5 32.76 36.88 39.44 

50–50 71.54 66.18 61.7 57.88 54.68 8.06 14.8 20.43 25.3 29.58 14.26 23.6 29.76 34.02 37.02 

60–40 75.22 69.82 65.65 61.9 58.56 6.99 12.9 18.06 22.52 26.44 12.63 21.3 27.57 32.01 35.23 

70–30 75.22 69.82 65.65 61.9 58.56 6.19 11.5 16.17 20.24 23.89 11.33 19.4 25.46 29.89 33.27 

80–20 79.56 74.77 70.7 67 63.82 5.56 10.4 14.61 18.34 21.69 10.29 17.9 23.65 28.00 31.38 

Table 6 (b). SonyCybershot dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-Test 

in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 72.92 66.98 61.54 55.6 50.89 14.1 25.7 34.88 41.32 46.69 23.15 36 43 45.76 47.02 

40–60 77.14 71.72 66.69 62.04 57.7 11.2 20.7 28.52 34.95 40.07 19.23 31.2 38.67 43.19 45.66 

50–50 78.81 73.64 69.38 65.23 61.5 9.24 17.1 23.98 29.83 34.83 16.27 27.1 34.59 39.6 42.96 

60–40 81.8 76.37 72.09 68.37 64.78 7.97 14.7 20.71 25.96 30.57 14.32 24.1 31.28 36.47 40.17 

70–30 82.26 77.73 74.12 70.53 67.4 6.84 12.8 18.19 22.89 27.13 12.46 21.5 28.46 33.55 37.47 

80–20 84.43 79.45 76.08 72.86 69.6 6.15 11.5 16.42 20.83 24.69 11.33 19.7 26.34 31.48 35.33 
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Table 6 (c). Canon dataset – Precision, Recall, F-Measure of top 5 to 25 retrieval results 

Precision Recall F-Measure 

Train-Test 

in % 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

Top 

5 

Top 

10 

Top 

15 

Top 

20 

Top 

25 

30–70 79.47 73.23 67.44 61.71 56.59 14.3 25.9 35.32 42.52 48.22 23.63 37.1 44.72 48.49 50.12 

40–60 82.01 76.68 72.03 67.46 63.12 11.2 20.7 28.77 35.49 41.04 19.3 31.7 39.73 44.82 47.87 

50–50 83.17 78.24 74.05 70.01 66.35 9.21 17.2 24.14 30.11 35.29 16.3 27.4 35.23 40.61 44.34 

60–40 85.71 80.51 76.77 73.14 69.57 7.97 14.8 21.01 26.51 31.2 14.36 24.4 31.99 37.59 41.5 

70–30 89.5 84.58 80.46 77.14 73.75 7.08 13.3 18.93 24.07 28.57 12.97 22.5 29.79 35.51 39.74 

80–20 91.17 87.37 83.9 80.62 77.61 6.29 12 17.18 21.85 26.14 11.63 20.7 27.8 33.36 37.84 

3.3.2. Relative Modality 

3.3.2.1. With DR and with KD-Tree Indexing 

a. ReliefF feature selection algorithm and with KD-tree indexingRetrieval of videos in relative 
video search modality using ReliefF dimensionality reduction algorithm and KD-tree Indexing 
retrieves top 5% and 10% of videos from database. Precision, Recall, F-Measure and time are show in 
Table 7a–c for SGGP, Sony Cyber shot and Canon datasets respectively.  

To reduce the dimension of the features, the proposed system is tested up to 1500 features. The 
Figures 7 and 8 show the features required for an efficient retrieval in relative modality. Features 
selected from 100 to 1500 with varying 100 features. 

(a) (b) (c) 

Figure 7. Feature selection graph in relative mode using ReliefF algorithm for datasets (a)SGGP (b) 
Sonycyber Shot (c) Canon. 

Table 7 (a). SGGP dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 36.75 24.14 49.94 64.12 40.83 34.01 1.1 1.08 

40–60 36.5 24.25 49.81 64.05 40.57 34.08 2.16 2.16 

50–50 36.6 24.32 50.29 64.72 40.76 34.23 3.5 3.81 

60–40 36.97 24.44 50.53 65.14 41.11 34.44 3.6 3.91 

70–30 37.15 24.47 50.78 65.24 41.29 34.48 5.76 6.07 

80–20 37.44 24.67 50.95 65.59 41.55 34.74 6.32 6.75 

Table 7 (b). Sony Cyber shot dataset - Top 5% and 10% retrieval result 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 
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30–70 44.13 27.81 59.99 74.61 49.26 39.53 1.48 1.46 

40–60 44.61 28.21 60.73 74.95 49.83 39.98 1.47 1.57 

50–50 44.73 28.24 60.5 75.19 49.8 40.04 5.79 6.06 

60–40 44.74 28.38 60.5 75.05 49.82 40.16 6.14 6.49 

70–30 44.66 28.42 60.33 75.14 49.71 40.22 8.03 10 

80–20 44.43 28.3 59.63 74.54 49.28 39.99 8.04 8.66 

Table 7 (c). Canon dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 46.62 29.17 63.48 76.02 51.78 40.79 2.29 4.9 

40–60 46.9 29.47 63.23 76.19 51.79 41.06 4 2.01 

50–50 46.33 29.28 62.49 75.65 51.09 40.73 3.61 3.74 

60–40 46.62 29.23 62.62 76.19 51.29 40.75 3.21 6.81 

70–30 46.71 29.48 63.14 76.36 51.51 41 3.05 3.27 

80–20 47.68 29.96 63.84 77.34 52.37 41.64 3.49 3.83 

b. Bi-normal feature selection metric and KD-tree indexing 
Relatival of videos in relative search modality using Bi-normal separation feature selection 

metric and KD-tree Indexing retrieves top 5% and 10% of videos from the database. Precision, recall 
and F-Measure and time taken are show in Table 8a–c for SGGP, Sony Cybershot and Canon datasets. 
Retrieval in relative mode using Bi-normal feature selection metric gives better results than ReliefF 
feature selection algorithm.  

 
(a) (b) (c) 

Figure 8. Feature selection graph in relative mode using BNS algorithm for datasets (a)SGGP (b) 
Sonycyber Shot (c) Canon. 

Table 8 (a). SGGP dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 42.28 27.4 57.55 72.73 47.01 38.59 1.8 1.77 

40–60 41.99 27.52 57.69 72.73 46.82 38.68 1.99 2.08 

50–50 41.59 27.25 57.57 72.52 46.48 38.35 2.33 2.47 

60–40 42.34 27.63 58.25 73.63 47.23 38.92 2.33 2.47 

70–30 42.42 27.75 58.4 73.99 47.31 39.1 2.25 2.48 

80–20 43.03 27.98 59.07 74.41 47.96 39.41 2.49 2.79 

 
Table 8 (b). Sonycyber Shot dataset - Top 5% and 10% retrieval results 
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Train – Test Precision Recall F-Measure Time 

in % 5% 10% 5% 10% 5% 10% 5% 10% 

30–70 45.57 28.66 62.34 76.93 51.03 40.75 1.75 1.74 

40–60 46.11 29.08 63.23 77.36 51.68 41.23 1.79 1.87 

50–50 46.42 29.22 63.25 77.9 51.86 41.44 2.45 2.59 

60–40 46.52 29.39 63.48 77.87 52 41.61 3.56 3.81 

70–30 46.63 29.46 63.63 78.11 52.12 41.72 3.73 3.97 

80–20 46.69 29.42 63.4 77.89 52.03 41.62 3.87 4.19 

 
Table 8 (c). Canon dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 49.09 30.59 66.81 79.49 54.54 42.75 1.33 1.31 

40–60 49.62 30.9 66.86 79.72 54.83 43.04 1.41 1.51 

50–50 49.11 30.79 66.18 79.34 54.17 42.81 1.99 2.14 

60–40 49.15 30.72 65.92 79.62 54.06 42.77 2.14 2.36 

70–30 49.36 31.01 66.53 79.92 54.39 43.08 2.55 2.78 

80–20 50.45 31.49 67.33 80.91 55.36 43.72 2.94 3.27 

3.3.2.2. Without DR and with KD-Tree Indexing 

Table 9a–c show the precision, recall, F-Measure and time taken for top 5 % and top 10 % videos 
retrieved with varying the training and testing samples of SGGP, Sony Cybershot, Canon datasets 
respectively in relative modality.  

Table 9 (a). SGGP dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 37 24.4 50.2 64.6 41.1 34.3 11.5 11.7 

40–60 36.8 24.5 50.2 64.5 40.9 34.4 12.6 13.1 

50–50 36.7 24.4 50.4 64.8 40.9 34.3 18.5 19.4 

60–40 37.2 24.6 50.8 65.4 41.4 34.7 23.5 25.0 

70–30 37.4 24.7 51.1 65.7 41.6 34.7 24.1 26.5 

80–20 37.7 24.8 51.3 66.0 41.8 35.0 25.8 29.0 

Table 9 (b). Sony Cyber shot dataset - Top 5% and 10% retrieval result 

-Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 41.2 26.3 56.2 70.5 46.0 37.4 11.4 11.6 

40–60 41.4 26.5 56.5 70.4 46.3 37.5 11.8 12.3 

50–50 41.4 26.4 56.2 70.4 46.2 37.4 17.1 18.1 

60–40 41.4 26.6 56.2 70.2 46.2 37.6 23.3 24.7 

70–30 41.3 26.5 55.9 70.1 46.0 37.5 23.8 25.9 

80–20 41.1 26.4 55.2 69.5 45.5 37.3 24.5 27.4 

Table 9 (c). Canon dataset - Top 5% and 10% retrieval results 
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Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 43.9 28 59.9 73.2 48.8 39.2 11.4 11.6 

40–60 44.3 28.3 59.8 73.4 48.9 39.4 13 13.6 

50–50 43.7 28 59.1 72.8 48.2 39 18.8 19.8 

60–40 43.5 27.8 58.5 72.5 47.8 38.7 23.6 25.2 

70–30 43.5 27.9 59 72.7 48 38.9 24 26.4 

80–20 44.5 28.4 59.6 73.5 48.9 39.5 26.7 30.0 

3.3.2.3. Data Base Search (without DR and without KD-Tree Indexing) 

The following tables illustrates database search results of datasets SGGP, Sony Cyber shot and 
Canon for top 5% and top 10% retrievals in relative way without using dimensionality reduction and 
without using indexing technique. For any given query video, it searches similar videos in the 
database using Euclidean distance as a proximity measure. Table 10a–c show that the precision, 
recall, F-Measure and time of top 5% and top 10% videos retrieved with varying the training and 
testing samples of SGGP, Sony Cyber shot and for Canon datasets respectively in relative mode.  

Table 10 (a). SGGP dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 32.62 21.94 44.51 58.58 36.29 30.96 38.89 38.89 

40–60 32.62 22.07 44.65 58.5 36.3 31.04 69.69 69.69 

50–50 32.47 21.98 44.79 58.83 36.22 30.99 108.2 108.2 

60–40 33.1 22.24 45.45 59.65 36.87 31.38 157.8 157.8 

70–30 33.07 22.26 45.39 59.72 36.81 31.4 209.7 209.7 

80–20 33.19 22.31 45.33 59.62 36.87 31.45 275.7 275.7 

Table 10 (b). Sony Cyber shot dataset - Top 5% and 10% retrieval result 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 36.1 23.59 49.27 63.55 40.31 33.54 40.4 40.4 

40–60 36.5 23.83 50.02 63.82 40.84 33.82 70.98 70.98 

50–50 36.6 23.76 49.81 63.74 40.81 33.72 109.9 109.9 

60–40 36.36 23.76 49.52 63.37 40.56 33.68 157.8 157.8 

70–30 35.91 23.63 48.86 62.95 40.02 33.47 203.6 203.6 

80–20 35.9 23.58 48.61 62.62 39.89 33.35 251.2 251.2 

Table 10 (c). Canon dataset - Top 5% and 10% retrieval results 

Train - Test in % 
Precision Recall F-Measure Time 

5% 10% 5% 10% 5% 10% 5% 10% 

30–70 39.78 25.82 54.15 67.38 44.12 36.1 42.11 42.11 

40–60 39.97 25.93 53.8 67.13 44.06 36.13 76.94 76.94 

50–50 39.62 25.71 53.34 66.6 43.61 35.78 121.1 121.1 

60–40 39.48 25.45 53.04 66.52 43.39 35.49 174.9 174.9 

70–30 39.45 25.59 53.43 66.75 43.5 35.67 233.9 233.9 
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80–20 40.35 26.02 54.09 67.54 44.28 36.2 312.3 312.3 

3.3.4. Comparative Study between Retrieval Time of Flower Videos in Absolute Mode 

3.3.4.1. Retrieval Time between Relieff DR with Indexing and without DR with Indexing  

The following Figure 9 show the retrieval time difference between with ReliefF feature selection 
algorithm for feature dimensionality reduction and without dimensionality reduction. But both using 
Indexing approaches for the retrieval of top 5 to top 25 videos in absolute mode for SGGP, Sony 
Cybershot and Canon datasets respectively. From the figures it can be observed that without 
dimensionality reduction takes long time for retrieval of flower videos than with dimensionality 
reduction.  

 
(a) (b) (c) 

Figure 9. Retrieval time between ReliefF DR with Indexing and without DR with Indexing. 

3.3.4.2. Retrieval Time between BNS DR with KD tree Indexing and without DR with Indexing  

The following Figure 10 show the retrieval time difference between with Binormal separation 
feature selection metric for feature dimensionality reduction and without dimensionality reduction. 
But both using Indexing approaches for the retrieval of top 5 to top 25 videos in absolute mode for 
SGGP, Sony Cybershot and Canon datasets respectively. From the figures it can be observed that 
without dimensionality reduction takes long time for retrieval of flower videos than with 
dimensionality reduction. And it can be observed that videos retrieved from this modality takes less 
time than ReliefF. Therefore, it is an efficient way for the retrieval of flower videos. 
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(a) (b) (c) 

Figure 10. Retrieval time between BNS DR with KD tree Indexing and without DR with Indexing. 

3.3.4.3. Retrieval Time between ReliefF DR with Indexing and Data Base Search  

The Figure 11 show the retrieval time difference between with ReliefF feature selection 
algorithm with KD-tree indexing and database searching to retrieve top 5 to top 25 videos in absolute 
mode for SGGP, Sony Cybershot and Canon datasets respectively. And we can observe that DB 
search approach takes long time for retrieval of videos than ReliefF DR with KD-tree Indexing 
approach.   

 
(a) (b) (c) 

Figure 11. Retrieval time between ReliefF DR with Indexing and data base search. 

3.3.4.4. Retrieval Time between BNS DR with Indexing and Data Base Search  

The Figure 12 show the retrieval time difference between with BNS DR feature selection metric 
for feature dimension reduction and KD-tree indexing with database searching to retrieve top 5 to 
top 25 videos in absolute mode for SGGP, Sony Cybershot and Canon datasets respectively. We can 
observe that DB search approach takes long time for retrieval of videos than with Bi-normal 
separation feature selection metric and KD-tree Indexing approach. And we can observe that this 
modality of retrieval is much more efficient than the ReliefF algorithm in the point of view of retrieval 
time.  
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(a) (b) (c) 

Figure 12. Retrieval time between BNS DR with Indexing and data base search. 

4. Comparative Study between Proposed and Traditional Retrieval Model 
In the previous work the features such as Gray Level Co-occurrence Matrix (GLCM), Local 

Binary Pattern (LBP) and Scale Invariant Feature Transform (SIFT) are extracted. With the fusion of 
all these features the model achieved good performance. The retrieval accuracy of previous work 
achieved 53.83%, 60.18% and 65.73% for SGGP, Sonycyber Shot and Canon datasets respectively for 
80% training and 20% testing. In the proposed work, to further improve the retrieval performance, 
deep features are extracted and dimensionality reduction methods are utilized in different modalities 
as shown results in Section 3. From the proposed model the results are improved and good results 
achieved via absolute modality for top 5 retrievals using Bi-normal feature selection dimensionality 
reduction method and KD-tree indexing. The retrieval accuracy in this modality obtained 85.14%, 
88.69% and 93.29% for SGGP, Sonycyber Shot and Canon datasets respectively for 80% training and 
20% testing. 

5. Conclusions 

In this paper, for video summarization three different keyframe selection methods are presented. 
Among the three different methods, GMM clustering approach gives good results. These keyframes 
are used to represent a video. To design an efficient video retrieval system dimensionality reduction 
and KD-tree Indexing are used. Proposed two modalities to retrieve similar videos from the database 
for a given query video, namely, absolute and relative. Good results achieved via absolute modality 
for top 5 to top 25 retrievals. Retrieval of flower videos using Bi-normal feature selection 
dimensionality reduction and KD-tree indexing in absolute modality is efficient in terms of time and 
precision results. 
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Figure 13. Examples of sample Queries, selected keyframes and retrieved top 10 videos by the 
proposed flower video retrieval system. 
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Figure 14. Samples of flower videos with large intraclass variation. 

 

Figure 15. Samples of keyframes selected from proposed GMM clustering approach. 
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