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Abstract: Skin cancer is one of the widespread diseases that typically develop on the skin due to
continuous exposure to sunlight. Although cancer can appear on any part of the human body,
skin cancer reports account for over half of all cancer occurrences worldwide. There are substantial
obstacles to the precise diagnosis and classification of skin lesions because of the morphological variety
and indistinguishable characteristics across skin malignancies. Recently, Deep Learning models have
been used in the field of image-based lesion diagnosis, and it has demonstrated diagnostic efficiency
on par with that of dermatologists. To increase classification efficiency and accuracy for skin lesions,
a cutting-edge multi-layer deep Convolutional Neural Network (CNN) termed SkinLesNet has been
built in this study. The ResNetV50 and VGG16 models have been carefully compared to review
the performance of the proposed model. The dataset used in this study, PAD-UFES-20, contains
1314 samples in total and includes three common forms of skin lesions. The proposed approach,
SkinLesNet, significantly outperforms the well-known compared models in the given conditions.

Keywords: deep learning; convolutional neural networks; image analysis; machine learning;
ResNetV50; skin lesions; VGG16; cancer; computer vision

1. Introduction

A group of linked diseases collectively referred to as "cancer" occurs when a number of body cells
start to divide uncontrolled and invade nearby tissues [1]. The most common cancer, carcinoma, has
the potential to be dangerous [2]. Ultraviolet rays, which are the primary cause of skin cancer, harm
the deoxyribonucleic acid in skin cells [3]. Furthermore, genetic flaws may also result in cancer. There
are various classifications of carcinomas, including the most severe forms of cancer like skin cancer
[4]. Even though cancer can hit everywhere on the body, skin cancer is the most common category
and commonly begins when the skin is frequently exposed to sunlight. Only 4% of all malignancies
are skin melanomas, but it causes 75% of malignance-related deaths [5]. Skin cancer is more serious
compared to how a different carcinoma chooses and invades neighbouring tissues. Over 14. million
new cases and 8.2 million fatalities from skin cancer were reported in 2012 [6]. These statistics indicate
that skin cancer is the main cause of death.

However, early-identified individuals have a better chance of recovering because the cure rate for
initial cancer discovery and treatment might be above 90% [7]. Dermoscopy is a specialist technology
that produces high-resolution magnified images of the skin by controlling light and removing surface
skin reflectance [8]. Due to morphological variation and indistinguishable characteristics of skin
cancers, it is difficult to diagnose and categorize skin lesions accurately. Skin cancer screening is one
method for the beforehand finding of skin cancer, which possibly will prevent the lives of numerous
humans [9]. Researchers have traditionally utilized the ABCD rule to recognize skin lesions [10].
Total dermoscopic scores were assigned to each of the ABCD traits, with A denoting asymmetry, B
denoting border irregularity, C denoting colour variations, and D denoting diameter [11]. Based on
the significance of each feature in the feature space, a specific weight was given to each feature. The
generated score is used to identify whether the lesion is cancerous or benign. Due to the complexity
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of skin lesions, it is difficult for researchers to recognize skin malignancies using these geometrical
properties [12].

The researchers have mainly concentrated on the automatic identification and categorization of
skin cancer as computer-aided screening technologies have become more prevalent [13]. By utilizing
texture cues, geometrical aspects, colour features, and combinations of these features, medical images
can be used to identify and classify skin cancer conditions [14]. In the field of image-based melanoma
diagnosis, deep convolutional neural networks (CNNs) have additionally just arrived, and they have
demonstrated diagnostic effectiveness comparable to that of dermatologists [15]. Many studies have
been done to categorize melanoma skin lesions using CNNs on various datasets, as MNIST HAM10000
[16], the International Skin Imaging Collaboration 2018 (ISIC) [17], the PH2 public database [18], and
the International Symposium on Biomedical Imaging (ISBI) [19]. Additionally, using these datasets,
promising results were produced using a variety of built-in CNN models, including ResNet50 [20],
ImageNet50 [21], and DenseNet201 [22] alongside additional cutting-edge models. Additionally, some
datasets, like the Dermatological and Surgical Assistance Program at the Federal University of Espirito
Santo (PAD-UFES-20) dataset, is not being explored at high intent for the prolonged identification of
skin lesions.

In order to classify and discriminate skin lesions, the PAD-UFES-20 dataset is employed in this
research together with a cutting-edge multi-layer CNN model. The PAD-UFES-20 dataset is used to
train and test the model that is proposed, and the results show a 96% accuracy rate as compared to 72%
and 70% accuracies of ResNetV50 and VGG16 models respectively. The proposed model outperformed
under the given circumstances with comparative models. Moreover, as progressing to the paper,
Section 2 briefly highlights the related work, Section 3 explains the dataset and preprocessing steps
taken to clean and bring it into proper format, Section 4 clearly explains the methods used to build
and train the model, Section 5 discuss the results and evaluation matrics of models, and at last, a
comprehensive conclusion will be included.

2. Literature Review

Dermoscopy is a non-invasive imaging method for taking comprehensive images of skin lesion
[23]. The development of computer-aided diagnostic (CAD) systems has been spurred by research into
the need for accurate and early identification of skin illnesses, including melanoma and other types of
skin cancer [24]. When used to automate the classification of skin lesions based on dermoscopy images,
deep learning, in particular CNNs, has demonstrated encouraging results [25]. Earlier methods for
classifying skin lesions relied on manually created characteristics and conventional machine learning
techniques [26]. Skin lesion classification changed by deep learning, particularly CNNs [27]. For
classification tasks involving skin lesions, well-known CNN architectures like AlexNet [28], VGGNet
[29], and InceptionNet [30] are adapted and refined.

Deep learning models are developed by [31], where CNN models are trained and evaluated on the
HAM10000 dataset, which delivers 90 per cent validation accuracy, to recognize and separate various
forms of skin malignancies. In [32] with the help of a data augmentation technique, a convolution
neural network (CNN) classification model with an accuracy of 89.2% is suggested and trained using a
public dataset of skin lesions that includes 600 testing and 6,162 training images. Using a cutting-edge
prediction algorithm, benign and malignant skin lesions are separated into two categories in [33] with
CNN and the model regularizer approach. The model is trained then with a dataset obtained by The
International Skin Imaging Collaboration (ISIC) databank [34] which acquired a summed accuracy
score of 97.49%. In [35] by using fuzzy C-means clustering and K-means clustering, researchers
classified skin lesions using the CNN model with the ISIC dataset, achieving an accuracy of 98.83%.

In [36] transfer learning techniques are used with the help of two models ResNet50 and
DenseNet169, that trained with the MNIST: HAM10000 dataset and generated an accuracy score
of 91.2% once a deep convolutional neural network model was created. In addition to previous
methods like border extraction utilizing XOR with regression logic, another DCNN model is suggested
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in [37], the datasets from the PH2 and International Symposium on Biomedical Imaging 2017 is utilized
to retinue the model, which acquired 97.8% of accuracy rate. In [38] to enhance the performance of
the proposed CNN model a transfer learning strategy is employed by a publicly available dataset on
Kaggle, which resulted in an accuracy of 79.45%. A highly developed CNN model is designed by [39]
and trained with a medical dataset acquired from Al-Kindi Hospital and Baghdad Medical City to
classify skin lesions, and it obtained 89% accuracy. In [40] seven different types of skin problems are
categorized using a machine learning method based on convolutional neural networks.

In [41] CNN model is trained with the dataset of International Skin Imaging Collaboration 2018,
with improved identification accuracy, with an average of 91.07% rate. In [42] U-Net model is being
used based on the CNN approach and evaluated with ISIC data version 2017 and 2018, dermoscopic
images are segmented with the accuracy of 94.9% and 95.4%, respectively. In [43] a CNN model which
distinguishes blemishes into moderate skin cancer and cases of acne is developed using images of
diverse benign skin cancers and acne cases, and it yields a precision of 96.4%. In [44] the dataset of
skin cancer dermoscopy images is employed, subjected to a number of purification steps to reduce
noise and enhance the quality of images, and then a CNN model is employed for categorization,
achieving an accuracy of 98.38%. In [45] HAM10000 dataset is used with the multilayer perceptron,
which acquired 98.01% accuracy score, to knob with statistical qualities as constructed visage, and a
CNN model is designed to trench nonstatistical image countenance.

Table 1. A Comprehensive Analysis of CNN Models for Skin Lesions Detection on Different
Dermoscopy Datasets

Ref. Model Dataset Accuracy | Comments

One of the famous datasets is used in

this paper which produced promising
HAM10000 90% results while using the CNN model. However,

[31] Deep Convolutional

Neural Network hyperparameters are needed to tune well to
increase the accuracy results.
Convolutional Neural International Skin A CNN model is used which shows
[34] Imaging Collaboration 97.49% relatively good results, but the size of dataset
Network (CNN) .
(ISIC) needs to be maximized.

A state-of-the-art model is used which

produced reasonable results on the given dataset.
[36] ResNet50 MNIST: HAM10000 91% However, dataset needs to be preprocessed

well before training to get more

accurate and promising results.

A DCNN model is used to train on

Deen Convolutional International Symposium internationally known dataset.
[37] Neulial Network on Biomedical Imaging 97.8% However, size of dataset is
(ISBI) decreased which shows the good
results but may lead to model overfitting.
International Skin A state-of-the-art model is used which
[42] U-Net Imaging Collaboration 94.9% showed promising results, but more data
(1SIC) ’ preprocessing or augmentation is needed
for accurate prediction.
A state-of-the-art model is proposed which
is trained and tested on relatively new dataset
Proposed Multilaver to other models. The model produced significantly
SkinLesNet CN& Model Y PAD-UFES-20 96% good results in terms of accuracy

and precision. However, the size of the dataset can be
increased in future to get more
promising results.

In [46] the PH2 dataset of dermoscopic images is utilized to create and build the CNN model to
learn and classify, which acquired a test set accuracy of over 95%. In [47] by using the ISIC dataset, a
six-layer CNN model was created, and it showed promise with an accuracy of 89.30% in classifying
skin lesions. A state-of-the-art CNN model is designed and developed by [48] the model achieved
97.50% accuracy results when used with the ISIC and PH2 datasets to separate skin lesions. In [49] A
distinctive CNN model was trained and tested using three benchmark datasets, including the PH2,
ISIC2016, and ISIC2017 datasets, and it obtained 97.2%, 96.3%, and 99.4% accuracy on each. In [50]
along with data augmentation and image preparation procedures, the CNN model, which obtained
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95.2% accuracy, was trained and tested on the MNIST HAM10000 dataset. In [51] a CNN model is
designed by utilizing the ISIC2019 dataset and then testing it, which successfully classified eight types
of skin malignancies with a 94.92% testing accuracy score. In [52] DenseNet201 model is fine tuned
and trained on the HAM10000 dataset to classify skin lesions in dermoscopy images, and it obtained
an astounding accuracy of 99.12% while training the model and 86.91% of test accuracy. In [53] to
classify melanoma skin lesions, a deep convolution neural network is created and trained on the ISBI
2017 dataset. This network achieved 87% accuracy on test data.

3. Methodology

We examined several modern convolutional neural network architectures and ultimately chose to
train baseline models using the VGG-16 [54] and ResNet-50 [55] architectures because of their improved
results and confirmed performance on other research and then we compared their performance with
the proposed SkinLesNet model. These models use their knowledge of the general features they have
learned from sizable datasets like ImageNet [56] for the current task. For developing the SkinLesNet
model we have done a comprehensive experiment visualized in the flowchart, Figure 1. Python 3’s
Keras and TensorFlow packages have been used in this computer vision task.

Load Path of each Separate them to
Dataset image is saved different classes
Normalizing Data Load the images
values | - preprocessing to memory
Building the CNN Build SkinLesNet Train the
model model in Keras SkinLesNet
Training and Loss history Accuracy history
testing accuracies - plotting plotting

Figure 1. Full methodology block diagram depicts the process by which required results are
accomplished

3.1. Dataset and Data Preprocessing

A voluntary program at the Federal University of Espirito Santo (UFES) known as The Programa
de Assistncia Dermatolgica e Cirurgica (PAD), which contributes handout skin lesion medication
mostly to deserving individuals who are unable to pay for personal medical services. The 19th century
witnessed millions of immigrants from Europeans settle in the Espirito Santo state for reasons of
historical significance. The majority of those immigrants and their children were unprepared for
Brazil’s tropical atmosphere because it is a tropical country. Because skin cancer and skin lesions are so
common in this state, PAD is crucial in helping those who are affected. Because they were taken with
different devices, the images in this collection have different resolutions, sizes, and lighting.

For a program that accurately detects skin cancer employing clinical images, this heterogeneity
must be addressed. The Portable Network Graphics (PNG) type of file is utilized for a whole bunch of
images. The PAD-UFES-20 dataset includes medical images of skin lesions alongside patient medical
records relating to every skin lesion in order to aid upcoming research and the advancement of
modern therapies for skin lesions. The collection includes 1314 samples of three different skin lesions:
seborrheic keratosis, nevus, and melanoma. Following are a few illustrations of the image collections
utilized in this investigation.
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Figure 2. Sample images from the PAD-UFES-20 dataset used in this research with different skin lesions

visualizations

First, every image will be reduced in size to a square with 224x224 pixel dimensions. To achieve
uniformity and compatibility with the deep learning model’s input size requirements, it is essential
to standardize the image size. The preprocessed images and their statistical labels will all appear in
the lesions data list, prepared to be loaded into a model using machine learning for categorizing skin
lesions. The dataset list also produces a count plot that shows the distribution of images in all three
categories (nevus, melanoma, and seborrheic keratosis).

Skin Lesions Distribution
Melanoma

Newvus

Seborrheic Keratosis

Figure 3. A pie chart highlights the distribution of each class for selected skin lesions in the dataset

Additionally, to visualize the distribution of all three categories (nevus, melanoma, and seborrheic
keratosis) a pie chart has been used. Every slice in the pie chart represents a class and the size of each
slice indicates the proportion of images in each class to all the images in the dataset. Understanding
the distribution and class balance of the dataset’s skin lesion images is made easier with the aid of
this graphic. Furthermore, the dataset is split into training and testing in an 80:20 ratio, with 80%
of the data being used for training and 20% being utilized for testing. In order to guarantee that
classes are distributed randomly across the sets used for training and testing, the train_test_split
function randomly shuffles the data prior to splitting. This division is compulsory to assess the model’s
generalizability to new data during testing and guard against overfitting.

3.2. Dataset Augmentation and Diversity

Apart from our primary dataset for this research, we have used two more well-known and
publically available datasets HAM10000 [57] and ISIC2017 [58]. The HAM10000 dataset, also known as
"Human Against Machine with 10000 training images," is a set of dermatoscopic images of skin lesions.
It comprises 10015 dermatoscopic skin lesion images. The skin lesions in the dataset are divided
into many categories, such as basal cell carcinoma, squamous cell carcinoma, seborrheic keratosis,
melanoma, and nevus (moles) [59]. Since melanoma is the most deadly type of skin cancer, it is of
special interest. Furthermore, the International Skin Imaging Collaboration (ISIC), a global initiative
to advance the early detection and diagnosis of skin cancer, particularly melanoma, includes the
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ISIC2017 dataset. A sizable number of dermatoscopic images of skin lesions are included in the dataset.
The dataset’s skin lesions are divided into a number of classifications, with a particular emphasis on
melanoma, the deadliest type of skin cancer. Basal cell cancer, seborrheic keratosis, and nevus (moles)
are possible further classes [60].

3.3. Proposed Model Architecture

We thoroughly tested numerous layer combinations in our neural network architecture before
recommending a four-layer CNN model. The number of convolutional layers, the kind and size of
filters, the activation functions, and the presence of pooling layers were all of them had adjusted during
these analyses. Finding the best architecture that balances model complexity and efficiency became our
goal. To make sure the model could correctly diagnose skin lesions, we evaluated several configurations
using measures including accuracy, precision, recall, and Fl-score. After extensive testing and analysis,
we came to the conclusion that the four-layer CNN architecture, dubbed SkinLesNet, had the most
promising outcomes in terms of precision and robustness, supporting its recommendation as the final
model for skin lesion classification.

According to the suggested SkinLesNet model, Melanoma, Nevus, and Seborrheic Keratosis are
the three categories into which images of skin lesions can be classified using convolutional neural
networks (CNNs). The model begins with an input layer that accepts RGB images with a resolution
of 224 x 224. The ReLU activation function is used to capture image characteristics in the first
convolutional layer, which includes 32 filters with a 3x3 filter size. It is followed by a layer called
max-pooling that shrinks the output’s spatial dimensions. To learn intricate patterns in the images, the
model comprises three additional convolutional layers, each with additional filters. Each convolutional
layer is followed by a further max-pooling layer. To avoid overfitting, a dropout layer with a rate of 0.5
is added. The ReLU activation function is then used to flatten the data and route it via a fully linked
(dense) hidden layer with 64 neurons.

An additional layer for dropout having a rate of 0.3 is utilized preceding the output layer, and it
consists of three synapses containing a softmax activation function, to calculate probabilities for each
class. The algorithm undergoes training to produce precise estimations and decrease classification
errors using brand-new, previously unidentified images of skin lesions. Beyond that, the proposed
technique sets up the CNN model, which is used to classify images of skin lesions. The "Adam"
optimization is chosen with a rate of learning of 0.001 and a moving average with an exponential
momentum of 0.99 in order to improve the efficacy of training. As an integer representation of the
target labels, "sparse_categorical_crossentropy" is used as the loss function used in the model. The
model’s performance is assessed using the "accuracy” statistic, which provides the percentage of labels
that were correctly predicted during training and evaluation.

The CNN model is built up to be used for training on the skin lesions dataset with these options.
As part of its training process, the CNN model will analyze the data, use the Adam optimizer to
adjust its internal parameters, and assess how well it anticipates the development of new skin lesions.
The model encapsulates the previously described CNN model’s architectural layout function called
summary. In a table, the model’s layers, their output formats, and the total number of parameters that
can be trained are listed. The summary provides a broad overview of the model’s layers and their
attributes.

w-l-1
w-l-1

<<<<<<

Max Pooling
1
Max Pooling
Dropout

Conv-I-1
Max Pooling
Max Pooling

v
Channels: 32 64 64 128
(depth)

Figure 4. Proposed multilayer CNN model architecture to classify different skin lesions categories
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3.4. Model Training

Various metrics, including training and validation accuracy, loss, and other pertinent metrics,
can be used to track the training phase’s progress. These metrics offer information about the model’s
performance and aid in choosing how to adjust its hyperparameters and architectural design. The
training phase, in general, is a data-driven, repeating procedure where the model works to determine
significant trends and abstractions from the data used for training in order to produce accurate
predictions on new, unseen data. In addition, a batch size of 32, 100 epochs, and a validation split of
0.2 are used to train the model, as shown in the table below.

Table 2. Hyperparameters and configurations used to train proposed multilayer model for this work

Learning Rate | Batch Size | Epochs | Optimizer | Activation
0.001 32 100 Adams ReLU

The model frequently converges effectively during training at a moderate learning rate, such as
0.001. With smaller learning rates, overshooting or divergence, which might happen, are avoided
by allowing the model to make incremental weight adjustments. A lower learning rate makes the
optimization process more precise and controllable, which helps the model become broader and less
prone to overfitting [61]. Smaller batch sizes bring noise into the gradient estimates, which can function
as a type of regularization and aid in avoiding overfitting. Working with less data can be advantageous
when this regularization effect is present. Batch sizes of up to 32 are memory-efficient and allow deep
neural networks to be trained even on computers with little GPU capacity [62]. Convergence may be
accelerated by Adam’s adjustment [63] of the learning rates for each parameter during training.

For each parameter, it maintains two moving averages: the first moment’s mean and the second
moment’s uncentered variance. The optimizer can modify the learning rates based on how the gradient
behaves for each parameter using these moving averages. Adam is suitable for a variety of deep
learning problems and is robust to noisy gradients. ReLU adds non-linearity to the model [64], allowing
it to recognize complex patterns in the data.

4. Results and Discussions

The model’s performance on unseen data after it has been trained is then displayed methodically.
By looking at significant measures like accuracy, precision, recall, and F1-score, one can determine
the model’s strengths and flaws. The discussion of visuals, confusion matrices, and comparison with
testing methods all help to give a greater understanding of the model’s possibilities and limitations.
Overall, the findings and analysis provide both practitioners and scholars in the field of medical image
analysis with meaningful data that bridges the gap between the theoretical model’s conceptualization
and its practical implementation.

Model Accuracy

—— Training Accuracy
— Validaion Accuracy
~—— Training Loss

— Validation Loss

Epoch

Figure 5. A line graph depicts the variation in training and validation accuracy and loss of the proposed
SkinLesNet model
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Several convolutional layer combinations with average pooling layers and several hidden layers
with batch normalization are present in RestNet50. The fully connected layer, which has 1000
out-features, is the last layer in the original ResNet50 model. This work involves replacing this
fc layer with a collection of fc layers in order to fine-tune the ResNet50 model. There are 2048
out-features in the first fc layer. A probability of 0.5 is applied for dropout. The first and second fc
layers are identical. ReLU and dropout with a probability of 0.5 are performed after the second fc
layer. There are three out-features and 2048 in-features in the final fc layer, which is intended for
three-class categorization. Additionally, in the VGG16, some layers are frozen and unfrozen in order to
fine-tune the model. Meanwhile, the VGG16 model is fine-tuned by unfreezing the last block so that
their weights get updated in each epoch.

The proposed SkinLesNet model is first trained and tested on PAD-UFES-20 dataset where it
shows 96% of training accuracy with precision, recall, and F1-score of 97%, 92%, and 92% respectively.
The model is then trained and tested on HAM10000 and ISIC2017 datasets which produced 90% and
92% of accuracy results respectively. Moreover, training accuracies obtained for ResNET50 and VGG16
models are 82% and 79% respectively. Furthermore, models are rigorously trained and tested with
high definition images to thoroughly analyse the performance of each network. The SkinLesNet model
significantly outperformed on different datasets as compared to the other state-of-the-art models used
in this research.

Table 3. Performance comparison of SkinLesNet with other state-of-the-art fine-tuned models for
PAD-UFES-20 dataset

Performance Metrics | VGG-16 | ResNet-50 | SkinLesNet
Accuracy 79% 82% 96%
Precision 80% 85% 97%
Recall 75% 75% 92%
F1-Score 72% 75% 92%

Table 4. Performance comparison of SkinLesNet with other state-of-the-art fine-tuned models for

HAM10000 dataset
Performance Metrics | VGG-16 | ResNet-50 | SkinLesNet
Accuracy 75% 80% 90%
Precision 75% 80% 89%
Recall 70% 72% 87%
F1-Score 70% 71% 85%

Table 5. Performance comparison of SkinLesNet with other state-of-the-art fine-tuned models for

ISIC2017 dataset
Performance Metrics | VGG-16 | ResNet-50 | SkinLesNet
Accuracy 70% 75% 92%
Precision 70% 75% 80%
Recall 70% 65% 82%
F1-Score 72% 70% 75%

Real World Analysis

We have tested and evaluated our skin lesion categorization model as the end result of our work
to enhance medical image management and analyse real-world performance. We concentrated on
assessing the model’s performance in a test dataset after extensive training and optimization because
this was a crucial step in connecting the gap involving hypothetical ability and realistic application. Our
model uses a dataset made up of numerous dermoscopy images illustrating diverse skin conditions to
achieve the challenging goal of reliable classification of skin lesions, a task essential for dermatologists’
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diagnostic efforts. Before we began the real-world implementation or model deployment, the model’s
performance was assessed by the evaluation of its predictions on the test dataset. Therefore, at this
stage by running the model over new images, possible melanomas, nevus, or seborrheic keratoses
could be identified in patients accurately.

Figure 6. Test dataset results of the proposed model which shows real-world analysis
5. Conclusion

Employing the suggested strategies, we embarked on a preprocessing, training, and optimization
journey that led to the creation of SkinLesNet, a feat of human talent combined with technological
brilliance. Our model’s performance, which is displayed in the results section, demonstrated instances
of accuracy and suggested areas for improvement. Additionally, two benchmark designs—VGG-16
and ResNet-50—for recognizing skin lesions from dermoscopy images are analyzed and compared
in this study. The core PAD-UFES-20 dataset is used to train and test the SkinLesNet model, which
provides a training accuracy of 96%, compared to 82% for ResNetV50 and 79% for VGG16 models.
Moreover, two other publicly available datasets are used to train the model such as HAM10000 and
ISIC2017. Furthermore, the model acquired the accuracy on HAM10000 and ISIC2017 datasets of 90%
and 92% respectively. Therefore, the SkinLesNet model is outperformed under given circumstances
with comparative models. Overall, our proposed model performs significantly well as compared to
other state-of-the-art models, however, the dataset can be increased, or data augmentation techniques
can be refined in future directions.
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