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Abstract: As artificial intelligence continues to advance, researchers are increasingly using machine
learning algorithms to study the factors that make people more susceptible to phishing scams. Most
studies in this area have taken one of two approaches: either they explore statistical associations
between various factors and susceptibility, or they use complex models such as deep neural networks
to predict phishing behavior. However, these approaches have limitations in terms of providing
practical insights for individuals to avoid future phishing attacks and delivering personalized
explanations regarding their susceptibility to phishing. In this paper, we propose a machine learning
approach that leverages explainable artificial intelligence techniques to examine the influence of
human and demographic factors on susceptibility to phishing attacks. Our analysis reveals that
psychological factors such as impulsivity and conscientiousness, as well as appropriate online security
habits, significantly affect an individual's susceptibility to phishing attacks. Furthermore, our
individualized case-by-case approach offers personalized recommendations on mitigating the risk of
falling prey to phishing exploits, considering the specific circumstances of each individual.

Keywords: phishing susceptibility; cyber security; Interpretable Artificial Intelligence; machine learning

1. Introduction

A phishing attack is a form of identity theft wherein a malicious website mimics a genuine one,
with the intention of illicitly obtaining sensitive information like passwords, account details, or credit
card numbers [1]. These exploits have caused significant losses to both corporations and government
organizations. For example, the infamous cyber/phishing attack against the US Government Office
of Personnel Management resulted in attackers gaining access to sensitive data on millions of
government employees and contractors. In 2018, there was a 40% increase in phishing attacks
targeted at US organizations [2]. According to the FBI Internet Crime Complaint Center, there were
more than 2018 complaints resulting in losses of over 1.2 billion due to business email compromises.
Based on the most recent FBI Internet Crime Annual Report, the incidence of phishing attacks has
surged to its highest level since 2019, resulting in a significantly larger number of victims compared
to personal data breaches, which ranked second in terms of victim count in 2022. Additionally, the
financial losses associated with internet crimes, including phishing, reached a staggering 10.3 billion
in 2022, nearly doubling the financial impact observed in 2021.

Conducting research to understand the factors contributing to an individual’s susceptibility to
phishing attacks is crucial in enhancing cybersecurity awareness and developing effective protective
measures. However, some existing literature in this area has mainly focused on building models to
achieve accurate predictions for phishing behavior. Although these models may improve
performance, their interpretability can be challenging, making it difficult to guide researchers in
developing targeted educational and awareness campaigns to prevent and mitigate the impact of
phishing attacks [3,4]. Other works have relied on statistical tests to identify factors related to
phishing susceptibility, but these approaches may not provide clear guidance on how the identified
factors influence susceptibility [5-8]. To address these issues, this paper proposes a deep neural
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network (DNN) approach powered by a local explainable artificial intelligence (XAI) technique called
SHAP [9]. The proposed framework aims to provide not only accurate predictions on phishing
susceptibility but also explanations of why an individual fell victim to a phishing attempt. In
addition, it offers personalized recommendations on how to effectively minimize the risk of potential
future phishing attacks.

The contributions of this paper are summarized as follows:

e  To the best of our knowledge, this is the first attempt at employing XAI techniques to analyze
susceptibility to phishing attacks. Our study aims to investigate various human factors
associated with susceptibility to phishing attacks and to support decision-making through local
interpretations.

e To the best of our knowledge, our study is the first of its kind in offering personalized
recommendations aimed at mitigating the risk of potential future phishing attacks. These
recommendations are based on local explanations tailored to each individual’s unique
circumstances.

The rest of the paper is organized as follows: Section 2 reviews the relevant literature; Section 3
describes the dataset used, which includes features, samples, and labels in our experiments; Section
4 introduces the deep learning and SHAP framework utilized in this study together with
experimental results and analysis. Section 5 concludes the paper.

2. Related Literature

This section is structured as follows: In Section 2.1, we review the findings of previous phishing
studies that have examined variables relevant to the ones used in our current study; Section 2.2
reviews the relevant applications of machine learning and XAI methodologies in phishing-related
research.

2.1. Factors Related to Phishing Susceptibility

Parrish et al. [10] proposed a framework that aims to comprehend the potential effects of
personality, experience, and demographic factors on phishing susceptibility. Based on this
categorization, our study will examine literature pertaining to demographic, psychosocial, and
experiential factors that may be associated with phishing susceptibility. Previous studies
investigating the relationship between gender and phishing susceptibility have yielded inconsistent
results. Some studies found that women were more likely to fall for phishing emails [6,11-13].
However, other studies found no significant gender differences or even suggested that males may be
more susceptible in certain situations [5,14]. A study by Li et al. [2] similarly found no significant
gender differences in falling for multiple phishing emails among university faculty and staff.

Studies examining the association between age and phishing susceptibility have produced
inconsistent results as well. Most studies found that younger people (ages 18 to 25) were more likely
to click on phishing emails than older age groups [12,15,16], while others found that the highest age
group (over 59) was most susceptible [2]. In contrast, studies found no significant age differences in
phishing susceptibility among university students and faculty [14,17]. Methodological differences
between studies, such as the age ranges used and the type of phishing attack used, may account for
the discrepant findings. Additionally, Li et al. [2] explored several additional factors that could
potentially contribute to the age-related effects observed in previous studies.

Recent studies suggest that individuals who have fallen victim to phishing attacks in the past
are more susceptible to future phishing attempts [18]. This raises the question of whether certain
psychosocial factors contribute to phishing susceptibility. Psychosocial factors pertain to
psychological aspects, such as personality traits or interpersonal behaviors, that can potentially
influence a person’s vulnerability to phishing attacks. Personality traits are stable and intrinsic
characteristics of an individual’s personality, such as Openness, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism in the Big Five personality traits framework [19]. These traits can
impact individuals’ decision-making processes, interaction with others, and responses to various job-
related pressures and uncertainties, all of which can be exploited by social engineering tactics.
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In a study of 200 university students, Alseadoon et al. [20] found that those with higher levels of
Openness were more susceptible to social engineering. Similar results were reported in Halevi et al.
[6]. Although these studies had small sample sizes and the latter study used a more stringent
criterion. Workman [21] found a positive association between phishing susceptibility and
Agreeableness, with higher levels of normative commitment, trust, and obedience to authority being
linked to a greater likelihood of falling for social engineering attacks. Finally, Halevi et al. [6] study
on Facebook privacy settings and phishing susceptibility found a positive correlation between
Neuroticism and susceptibility to phishing emails. We refer interested readers to two recent excellent
surveys by Desolda et al. [22] and Zhuo et al. [23], and the references therein for more detailed review
on human factors that related to phishing susceptibility.

2.2. ML and XAl in Phishing Study

There are several research works that have applied machine learning techniques for phishing
studies. Abbasi et al. [24] utilized cluster analysis and an elaborate controlled experiment involving
a large number of participants to identify and analyze user segments with high susceptibility to
phishing, based on their demographics, perceptions, and behavior on phishing websites. Yang et al.
[25] developed a model for predicting phishing victims by proposing a multidimensional phishing
susceptibility prediction model. They used seven supervised learning techniques to forecast the
vulnerability of the enlisted volunteers, based on their demographic, personality, knowledge
experience, and security behavior, all of which were obtained through a questionnaire. Yang et al.
[26] presented a user phishing susceptibility prediction model that incorporates both dynamic and
static features. The model examines the impact of static factors, such as demographics, knowledge,
and experience, as well as dynamic factors, such as design changes and eye tracking, on user
susceptibility. To predict susceptibility accurately, a hybrid prediction model that combines Long
Short-Term Memory (LSTM) and LightGBM was developed, resulting in a prediction accuracy of
92.34 percent. Rahman et al. [27] proposed a conditional generative adversarial network (C-GAN)
model for both classification and data generation to find the potential associations between
personality traits and phishing attacks. Cranford et al. [28] proposed a new approach that integrates
cognitive modeling and machine learning to enhance training effectiveness. To select appropriate
targets for intervention during the training process, they utilized a restless multi-armed bandit
framework and incorporated a cognitive model of phishing susceptibility to inform the bandit
model’s parameters.

Other studies use machine learning techniques to detect phishing webpages or emails. They
apply different approaches to extract phishing classification information from diverse sources, such
as visual information like logos [29-32], textual information like URLs [33-42] and webpage content
[43,44]. As the present paper focuses on human factors associated with phishing susceptibility,
readers interested in applying machine learning for phishing detection are directed to surveys by
Divakaran and Oest [45] and Singh et al. [46] for more details.

To our knowledge, only a limited number of studies have employed XAI techniques to
investigate the phenomenon of phishing. Hernandes et al. [47] proposed an XAI approach for
phishing detection using URL-based features. The authors used machine learning models along with
various XAl techniques such as Local Interpretable Model-Agnostic Explanations (LIME) and
explainable boosting machine (EBM) to identify the most important URL features contributing to the
model’s prediction. Their results show that the most important URL features identified by the XAI
techniques are consistent with common phishing characteristics. Chai et al. [48] proposed a multi-
modal hierarchical attention model for developing meaningful phishing detection systems. The
model includes two levels of attention mechanisms to enable the extraction of relevant features and
informative interpretability across multiple levels. Lin et al. [49] proposed a hybrid deep learning-
based approach called Phishpedia to visually identify phishing webpages with explainable visual
annotations on the phishing page screenshot. Recently, Kluge and Eckhardt [50] proposed a user-
focused anti-phishing measure that leverages XAl to improve users’ understanding of the cues that
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contribute to the suspicion of phishing, and uncover the words and phrases in an e-mail that most
relevant for identifying phishing attempts.

3. Materials and Methods

In this section, we will initially present the dataset employed in the present study in subsection
3.1. Subsequently, in subsection 3.2, a brief introduction to methodologies associated with deep
neural networks will be provided. In subsection 3.3, a concise overview of the SHAP technique, an
XAI approach facilitating a thorough analysis of the internal mechanisms of our model, will be
presented.

3.1. Data

The data utilized in this paper originates from an experimental study performed by a research
team that includes several authors of this paper. To enhance the comprehensiveness of the present
study, an overview of the design of the phishing campaigns and survey questionnaire is provided in
the Appendix. For more in-depth details of the simulated phishing experiment, readers are referred
to the works of Li et al. [2] and Greitzer et al. [51]. The primary objective of the current study is to
identify the specific characteristics associated with susceptibility to phishing attacks.

The research team, affiliated with George Mason University (GMU), conducted an extensive
experimental study involving 6,938 participants consisting of GMU faculty and staff members. Their
data collection process encompassed three key components: a pre-campaign survey, the actual
phishing campaign, and a post-campaign survey. In our analysis, we specifically focused on the
human factors associated with phishing susceptibility. Therefore, our study only relied on
demographic data and pre-campaign survey data for our analysis. A comprehensive overview of the
collected data, along with their corresponding descriptions, is provided in Table 1.

Table 1. Data Collected in the Experimental Study.

Data Type Description
Demographic Data Age, gender, position, and department type. Collected from HR records

Personality (impulsivity, conscientiousness, emotional stability,
agreeableness, perceived stress) and technical/cybersecurity related
experience. Collected from pre-campaign survey

Behavioral and
Psychological Data

Due to the limited number of participants who completed the pre-campaign survey (504), our
results and subsequent analysis in the following sections are based solely on these 504 samples, rather
than the total number of targeted individuals (6,938).

3.1.1. Demographic Data

The study utilized human resources records to determine demographic factors such as age,
gender, position, and department. Age groups were categorized in such a way that no individual’s
identity could be discerned through their demographic details. Positions were categorized as full-
time faculty, adjunct faculty, wages staff, and other staff. The department type was grouped into
administration, technical college (science and engineering-related fields), and other college (inclusive
of non-administrative employees). Table 2 below summarizes the name, value type and descriptions
for the demographic variables.
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Table 2. Variable Name, Value Type and Descriptions for the Demographic Data.
Variable Name  Value Type Description
Age Categorical 5 values: [19,27), [27,41), [41,49), [49,59), [59+)
Gender Categorical 2 values: Female, Male
Department Categorical 3 values: Technical college, Administrative, Other College
Position Categorical 4 values: Full-time faculty, adjunct faculty, wage staff, other staff

3.1.2. Pre-campaign Survey Data

The data for the pre-campaign survey was collected to analyze behavioral, psychological, and
personality factors, along with technical and cybersecurity-related experience. The survey consisted
of three parts, with the first part consisting of 32 questions to assess personality traits and related
psychological aspects, and the other two sections assessing technical knowledge and previous
experience with phishing exploits. The questions in the survey’s first section used a 1.0 to 5.0 scale,
while those in the second and third sections used a mixed 1.0 to 5.0 scale and binary scale. To keep
the survey’s length manageable, a validated psychological/personality inventory test was used to test
five psychological state/trait items of impulsivity, conscientiousness, emotional stability,
agreeableness, and perceived stress in a highly condensed form [2,51]. Table 3 summarizes the
variable name, value type and descriptions for the pre-campaign survey data.

Table 3. Variable Name, Value Type and Descriptions for the Pre-campaign Survey Data.

Variable Name Value Type Description
Impulsivity Numeric Averaged over question 1-10 of section 1. Range from 1.0 to
(impul) 5.0 to measure impulsivity score
Conscientiousness Numeric Averaged over question 11-14 of section 1. Range from 1.0
(consc) to 5.0 to measure conscientiousness score
Emotional Stability . Averaged over question 15-18 of section 1. Range from 1.0
Numeric . -
(emo) to 5.0 to measure the emotional stability score
Agreeableness . Averaged over question 19-22 of section 1. Range from 1.0
Numeric
(agree) to 5.0 to measure the agreeableness score
Perceived Stress Numeric Averaged over question 23-32 of section 2. Range from 1.0
(stress) to 5.0 to measure the perceived stress score
Check Link . Response to the corresponding survey question in section 3.
. Numeric
(checklink) Range from 1.0 (never) to 5.0 (very often)
Privacy Setting Numeric Response to the corresponding survey question in section 3.
(privacysetting) Range from 1.0 (never) to 5.0 (very often)
Check HTTPS . Response to the corresponding survey question in section 3.
Numeric
(checkhttps) Range from 1.0 (never) to 5.0 (very often)
Click w/o Check . Response to the corresponding survey question in section 3.
. Numeric
(clickwocheck) Range from 1.0 (never) to 5.0 (very often)
Phished Before Binar Response to the corresponding survey question in section 3.
(phishbefore) Y Binary valued: Yes=1, No=0
Phished in Last 3 Months . Response to the corresponding survey question in section 3.
. Binary .
(phishlast3mon) Binary valued: Yes=1, No=0
Lose Info Due to Phishing Binary Response to the corresponding survey question in section 3.

(loseinfo) Binary valued: Yes=1, No=0
Download Malware Response to the corresponding survey question in section 3.

Bi
(downmalware) maty Binary valued: Yes=1, No=0

Overall, a total of 17 factors/features are used in the subsequent analysis (4 from demographic
data and 13 from pre-campaign survey data). Among 504 individuals who participated in the pre-
campaign survey, 121 of them clicked the simulated phishing emails.
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3.2. Deep Neural Networks

Deep neural networks, also known as deep learning models, are a class of neural networks that
consist of multiple layers of interconnected artificial neurons. These networks are designed to learn
hierarchical representations of data by progressively extracting more abstract and complex features
as information flows through the layers.

Unlike shallow neural networks with only one or a few hidden layers, deep neural networks
have a greater depth, typically comprising multiple hidden layers. Each layer consists of a set of
neurons that perform computations on the input data and pass the results to the next layer. The
output of one layer serves as the input to the subsequent layer, enabling the network to learn
increasingly sophisticated representations.

The depth of deep neural networks allows them to capture intricate patterns and relationships
in data, making them particularly effective in handling large and complex datasets. Deep learning
models have shown remarkable success in various domains, including computer vision, natural
language processing, speech recognition, and reinforcement learning.

One of the key advantages of deep neural networks is their ability to automatically learn relevant
features from raw data, eliminating the need for manual feature engineering. By leveraging the
hierarchical nature of deep architectures, these models can extract high-level representations that
capture meaningful information from the input data. This automated feature learning capability has
contributed to the exceptional performance of deep learning models in many tasks, such as image
classification, object detection, and language translation.

We trained a multi-layer perceptron (MLP) neural network to make predictions. The neural
network architecture used in current study consists of four hidden layers. The first two layers have
256 neurons each and were followed by a rectified linear unit (ReLU) activation function. The third
layer has 128 neurons and is followed by a hyperbolic tangent (Tanh) activation function. The fourth
layer has 32 neurons with ReLU activation. The output layer is dense with a sigmoid activation
function. Figure 1 below depicts the network architecture.

Hidden Layer 1  Hidden Layer 2 Hidden Layer3  Hidden Layer4  Output Layer
Input Layer 256 Neurons 256 Neurons 128 Neurons 32 Neurons Dense
Relu Activation ~ Relu Activation ~ Tanh Activation  Relu Activation  Sigmoid
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Figure 1. Network Architecture Used for the Neural Network Model for Prediction.

The purpose of using an MLP neural network is to learn a non-linear mapping between the input
data and the target variable. The MLP neural network is a feedforward neural network where
information flows from input to output in a unidirectional manner. The ReLU and Tanh activation
functions were chosen due to their effectiveness in improving the performance of the neural network
in handling non-linearity and avoiding the vanishing gradient problem. The sigmoid activation
function in the output layer was used to output a probability score between 0 and 1, representing the
likelihood of a user clicking on a phishing link. Overall, the network architecture was designed to be
deep and intricate, enabling it to capture the complex relationships between the input features and
the target variable.
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3.3. SHAP

SHAP (SHapley Additive exPlanations) is a model agnostic XAl method that provides a way to
explain the predictions made by machine learning models. It is based on the concept of Shapley
values, which is a method for assigning a contributing value to each player in a cooperative game. In
the context of machine learning, each feature in a dataset can be considered as a “player’ in the game,
and SHAP computes the contribution of each feature to the final prediction. Let X = {X;,X,, ..., Xy}
be a set of M features and f(X) be the model that needs to be explained. According to the Shapley
value, given a sample point x* = {x7,x5, ..., xy}, the amount that player/feature j contributes at
sample x is

IS[t(M] - 1S -

2 s U g - vs) (1)

p;(v)=¢; =
SEM—{j}
In the equation, |- | denotes the cardinality for a set. And v(-) is the value function for a subset
of features that defined as conditional expectations of target function f(-):

V() = E(f(Nlxs = x5) — E(f(X)) )

SHAP works by estimating the conditional expectation of the model output given the value of each
feature, and then calculating the difference between the expected output and the actual output. This
difference is referred to as the ‘contribution’ of the feature to the prediction. SHAP values are computed
by averaging the contributions over all possible orderings of the features. In other words, SHAP
provides a way to assign a value to each feature that reflects its contribution to the final prediction.

4. Results and Discussion

Within this section, we will initially outline the performance outcomes achieved by our deep
learning model. Subsequently, we will employ the SHAP XAI method to conduct a comprehensive
analysis of the data, enabling us to offer personalized training suggestions and provide valuable
insights into the research domain.

4.1. Deep Learning Predictor

To prepare the data for the neural network model, the dataset was initially divided into training and
testing sets in a 4:1 ratio, with 80% of the data allocated to training and 20% to testing. Due to the highly
imbalanced nature of the data, where the number of non-click users was considerably higher than the
number of click users in the training set, a technique called NearMiss was applied. NearMiss is an
undersampling method that uses a K-nearest neighbors algorithm to reduce the number of majority class
instances by selecting the samples closest to the minority class [52]. By using this technique, the imbalance
in the training set was addressed, and a more balanced training set was obtained.

In addition, the dataset contains categorical and binary features such as gender and position,
which cannot be used directly as input for the neural network model due to their nominal nature. To
address this challenge, we employ a technique known as one-hot encoding to transform these non-
ordinal features into numerical values that can be effectively utilized by the model. One-hot encoding
represents each category as a binary vector with a length equal to the number of categories in the
feature. Each category in the feature is then represented by a unique binary vector, with a value of 1
in the position corresponding to that category and Os in all other positions. This allows the neural
network to learn the relationship between each category and the target variable by treating each
category as a separate feature with a numerical value.

The performance of the trained neural network predictor was evaluated using the testing set,
and the receiver operating characteristic (ROC) curve is displayed in Figure 2.
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Figure 2. ROC Curve for the Learned Deep Learning Model. The aera under the ROC curve (AUC) is 0.78.

The model yielded an accuracy of 0.78, with a recall of 0.71, a precision of 0.57 and a F-1 score of
0.64. In contrast, Greitzer et al.’s study [51] on the same population employed a linear logistic
regression model achieving 0.71 accuracy, a recall of 0.17 and a precision of 0.11 on the IT dataset.
These models are not directly comparable because Greitzer, et al. [51] reported predictive accuracy
only for a model that did not make use of any behavioral factors. These results indicate that our model
exhibits reasonable predictive capabilities and can be valuable in identifying potential click risks in
real-world scenarios. Table 4 summarizes the model performance results.

Table 4. Model Performance.

Evaluation Metric Value
Accuracy 0.78
Precision 0.57

Recall 0.71
F-1 Score 0.64

4.2. SHAP Explanation

Figure 3 below illustrates the impact of different factors on phishing susceptibility as revealed
by the SHAP XAI method.
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Figure 3. SHAP Values for Features: In this plot, each data point represents an observation in the
dataset. Features are displayed along the y-axis, and the x-axis represents the corresponding SHAP
values. The color bar on the right serves as a reference, with red indicating high feature values and
blue indicating low values. For instance, focusing on the “checkhttps” feature, instances with higher
“checkhttps” values (depicted in red) exhibit negative SHAP values, ranging between -0.2 and 0. This
observation aligns seamlessly with our intuitive understanding.

The behavioral habits-related factors have the largest impact on phishing behavior.
Interestingly, the checkhttps factor has the largest variability in terms of Shapley values. It is observed
that individuals who seldom check for secure websites are assigned large positive Shapley values,
which increases their probability of being phished. Conversely, high values of checkhttps may have
a moderate impact on reducing the probability of being phished. On the other hand, the clickwocheck
factor has exactly the opposite impact. Higher values of clickwocheck correspond to individuals who
always click email links without checking their legitimacy and are assigned large positive Shapley
values, which increases their probability of being phished. Lower values of chickwocheck lead to a
decrease in the probability of being phished. Similar interpretations apply to other behavior-related
factors such as checklink and privacysetting.

It is noteworthy that these results are inconsistent with a previous study based on the same data
set [51], which did not identify any behavior-related factors having a significant impact on phishing
susceptibility. This is possibly due to the fact that the previous study relied on stepwise logistic
regression, which is a linear method and cannot capture nonlinear relationships between behavioral
factors and phishing susceptibility. In contrast to the previous study, the current study used a deep
neural network model to predict phishing susceptibility and then applied SHAP as a post-hoc
method to identify important features. This approach is able to model the complicated nonlinear
relationship between behavioral factors and phishing susceptibility. To provide evidence for our
hypothesis regarding the nonlinear relationship between phishing susceptibility and behavioral
factors, we then present some partial dependence plots for these features.

Partial dependence plots are a type of visualization tool used in the SHAP method of model
interpretation. It shows the marginal effect one or two features have on the predicted outcome of a
machine learning model by fixing the values of all other features and varying the values of one or
two features of interest. Thus, partial dependence plots provide an estimate of how the predicted
outcome of a model changes as a function of one or two features and enables us to explore and
visualize the relationships between input features and model predictions and can help identify non-
linear relationships between features and target variables that may not be apparent in simple
scatterplots or correlation matrices.

Figure 4 depicts partial dependence plots for four variables: checkhttps (a), checklink (b),
clickwocheck (c), and stress (d), respectively.
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Figure 4. Partial dependence plots: (a) partial dependence plot for checkhttps; (b) partial dependence
plot for clickwocheck; (c) partial dependence plot for checklink; (d) partial dependence plot for stress.

The above plots illustrate the relationship between each variable and the probability of clicking
on a phishing email. The horizontal dashed line represents the expected click probability, while the
vertical dashed line represents the expected value of each variable. Additionally, the shaded bar in
the background shows the histogram of each feature. Figure 4a shows a non-linear and non-
increasing relationship between checkhttps and the likelihood of clicking on a phishing email. As the
value of checkhttps increases, the probability of clicking decreases. Similarly, Figure 4b indicates a
non-decreasing relationship between clickwocheck and the probability of being phished.
Interestingly, when clickwocheck is at 4, the probability of clicking is already near 1, suggesting that
individuals who never check the legitimacy of emails (clickwocheck = 5) need to cultivate the habit
of checking the legitimacy of emails to at least 3 (often check the legitimacy of the email) to decrease
their risk of being phished. Figure 4c,d also demonstrate similar relationships between checklink and
stress with the probability of clicking on a phishing email. These plots also provide insight into why
our dataset is highly imbalanced, as shown in the histograms of Figure 4a to Figure 4c. The majority
of individuals in our dataset exhibit good online habits and “security hygiene” making them less
susceptible to phishing attacks.

In the next step of our analysis, we use SHAP to provide local explanations for individual
instances using waterfall plots. This approach allows us to provide personalized suggestions for
people to reduce their risk of being phished based on their specific features and characteristics. The
waterfall plot provides a detailed explanation for the prediction of a single instance by showing how
each feature contributes to the final prediction. It displays a horizontal bar for each feature, with the
length representing the impact of that feature on the prediction, and the color indicating the direction
of the impact (positive or negative). The waterfall plot is useful for identifying the most important
features that contribute to a particular prediction and understanding how changes in those features
can affect the prediction. Figures 5-7 depict waterfall plots for three individuals who clicked on
phishing emails during our experiments.
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Figure 5. Waterfall plot for individual No.1.
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Figure 7. Waterfall plot for individual No.3.
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In Figure 5, this individual was predicted to be a victim of phishing with a probability of 1.00,
which is much higher than the average probability of 0.564 for people to be phished. Note that the
calculated average click probability, which is 56.4%, is obtained by taking the expectation with
respect to features X using a down-sampled training dataset. The down-sampling technique,
specifically the NearMiss method, is employed to address the issue of imbalanced data by reducing
the number of non-clickers. This average click probability is directly related to the trained prediction
model f(X). It is important to note that this value differs from the marginal click rate of 20% (121
clickers over 504 total data points), which is calculated based on the response variable Y (i.e.,, E(Y).

Two behavioral factors, checkhttps and privacysetting, as well as two psychological factors,
consc and impul, contribute most to this positive prediction. These results can be used to create a
personalized anti-phishing training program for this individual by focusing on improving their
security behavior related to checking https and privacy settings. By combining these results with
Figure 8a, which shows a scatter plot of checkhttps with its corresponding Shapley values, we can
expect the probability of this individual being phished to drop to 0.79 if they develop a habit of
frequently checking the https of email links (i.e., checkhttps = 5).
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Figure 8. Scatter plots: (a) scatter plot for check https; (b) scatter plot for privacy setting; (c) scatter
plot for impulsivity.

In Figure 6, we see a waterfall plot for another individual who has been classified as a victim of
phishing with a probability of 0.831. Unlike the previous example, privacysetting is the feature that
contributed most to this positive prediction, with a Shapley value of 0.18. Therefore, a personalized
anti-phishing training program can be created for this individual to improve their privacy setting
skills. By combining the scatter plot of privacysetting (Figure 8b), we can estimate that the probability
of this individual being phished would decrease to around 0.58 if their privacysetting score is
improved to 3 or 4.

The third individual’s waterfall plot is displayed in Figure 7, and this individual has been
classified as a clicker with a predicted phishing probability of 0.979. The highest contributing factor
to this prediction is impul, a psychological factor, with a Shapley value of 0.22. In addition, checkhttps
also contributes significantly to the prediction with a Shapley value of 0.16, which is higher compared
to the previous two instances. Therefore, to reduce the risk of this individual being phished in the
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future, the personalized anti-phishing training program should focus on reducing impulsive
behavior and encouraging habitual checking of https. By examining the scatter plots for impul (Figure
8c) and checkhttps (Figure 8a), it can be observed that by reducing the individual’s impul score to 1
and increasing the checkhttps score to 5 after training, the probability of being phished is expected to
decrease to approximately 0.54. This estimation is based on the expected Shapley value for impul =1
being around 0 and the expected Shapley value for checkhttps = 5 being around -0.05.

5. Conclusions

In this paper, we present a machine learning approach that utilizes SHAP, an XAI technique, to
investigate the influence of human and demographic factors on susceptibility to phishing attacks.
Our study reveals that, on a global level, security hygiene habits exhibit the most significant influence
on individuals’ susceptibility to phishing. Among these habits, checkhttps, clickwocheck, checklink,
and privacysetting are identified as the top four factors that significantly impact phishing
susceptibility. On the other hand, at the local/individual level, individuals often possess their own
unique set of factors that contribute to their susceptibility to phishing attacks. Therefore, based on
the local Shapley value analysis, our approach proposes personalized recommendations for each
individual to mitigate their susceptibility to phishing scams based on their unique circumstances. For
example, our study shows that impulsivity is the most influential factor contributing to the
susceptibility of one particular individual to phishing attacks. A personalized training program for
this individual would therefore focus on impulsivity. In general, personalized recommendations aim
to address the specific factors that render each person vulnerable to phishing attacks.

The analysis conducted in this study relies exclusively on demographic information and pre-
campaign survey responses. Despite achieving an accuracy of 78% with our deep learning model, the
true positive rate, representing the probability of correctly identifying individuals susceptible to
phishing, is approximately 75%. To improve this, we plan to incorporate post-survey data into our
analysis in future work. This inclusion will allow us to capture any shifts in participants’ behavior
and attitudes towards phishing after the campaign, and potentially improve the accuracy of our
model. Additionally, we aim to build a natural language processing model to analyze the open-ended
responses in the post-survey data. This approach will yield more detailed and nuanced insights into
participants’ experiences and perceptions of the phishing campaign. By doing so, we can obtain
valuable information to guide the development of more effective anti-phishing interventions.
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Appendix A. Design of Phishing Campaign

In this appendix, we include supplementary details and data essential described in Li et al. [2]
for a comprehensive understanding and reproducibility of the research presented in the main text.
The design of three phishing emails within distinct contexts, each incorporating urgency cues to
prompt user interaction, is outlined as follows:

e  IT Helpdesk (IT): An IT helpdesk email informs the user of suspicious overnight activity leading
to account deactivation, with instructions to click a link for activity review and account
reactivation; Sender domain: “support@masonhelpdesk.com”

e  Package Delivery (PD): A package delivery service email communicates a failed delivery due to
an invalid postal code, urging the user to click on the link to download a shipping label necessary
for picking up the package; Sender domain: “pkginfo@vapostal.com”
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e  Credit Charge Warning (CC): An email alerts users to a suspicious credit card charge,
emphasizing large purchase notifications and prompting the user to click a link for charge
review and notification settings adjustment. Sender domain: “service@acubank.co”

To mitigate potential suspicion and account for confounding factors such as day of the week and
order of receipt, we established nine user groups (A1, A2, A3, B1, B2, B3, C1, C2, C3) using stratified
sampling, ensuring similar age, gender, and departmental composition within each group. Each
group received one email per week on a different day, resulting in the receipt of all three emails over
a three-week period, see Table Al.

Table A1. Phishing Campaign Schedule [2].

Week Email to send Tuesday Wednesday Thursday
Email #1 Al Bl C1
Week 1 Email #2 A2 B2 2
Email #3 A3 B3 C3
Email #1 C3 A3 B3
Week 2 Email #2 C1 Al B1
Email #3 2 A2 B2
Email #1 B2 C2 A2
Week 3 Email #2 B3 C3 A3
Email #3 Bl C1 Al

Users were given a minimum of one week opportunity to click on each email; for those emails
given a longer window, almost all clicks were observed during the first week. Click data, including
operating system and time of clicks, were recorded to correlate click behavior with IT data,
identifying technical indicators of susceptibility to phishing.

For users clicking on phishing links, the Landing Page (LP) to which they were redirected varied,
aiming to assess the impact of feedback on subsequent behavior. Three LPs were randomly assigned:

e  Standard 404 error message (least informative feedback).

e  Webpage displaying a simple message about the simulated phishing link.

e  Webpage providing detailed information about the phishing link, explaining the study, and
featuring a training video on identifying suspicious emails (most educational feedback).

To address the impact of LP, two hypotheses were formulated:

e  Users notified of clicking on a phishing link would be less likely to click on a future link.
e  Users receiving stronger notification (i.e., training video LP) would be less likely to click on a
future link than those receiving a simple message notification.

To ensure an adequate sample size for the first hypothesis, the probability distribution for LPs
was set at 25% for a simple message, 25% for a training video, and 50% for a standard 404.

Appendix B. Pre-Campaign Survey

The pre-campaign survey included three sections addressing the following topics:

e  Section 1: Personality measures
e  Section 2: Perceived stress
e  Section 3: Technical/cyber security related experience

Appendix B.1. Personality Measures

Directions: The following statements describe different sorts of attributes or behaviors. Please
read the statement carefully and select the response that best describes you are you generally are
now, not as you wish to be in the future. Describe yourself as you honestly see yourself. Your
responses to this survey will be kept in absolute confidence.
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Indicate for each statement whether it is 1: Very Inaccurate; 2: Moderately Inaccurate; 3: Neither
Accurate nor Inaccurate; 4: Moderately Accurate; 5: Very Accurate as a description of you.

Table B1. Pre-Campaign Survey: Personality Measures [51]. Each question has six choices: 1: Very
Inaccurate; 2: Moderately Inaccurate; 3: Neither Accurate nor Inaccurate; 4: Moderately Accurate; 5:
Very Accurate; 6: Decline to Answer.

Survey Questions

. Act without thinking

. Jump into things without thinking
. Stick to my chosen path

. Often make last-minute decisions

. Make rash decisions

. Like do crazy things

. Like to avoid mistakes

. Choose my words with care

. Like to act on a whim

10. Ruch into things

11. Make a mess of things

12. Often forget to put things back in their proper place
13. Get chores done right away

14. Like order others

15. Get upset easily

16. Seldom fell blue

17. Have frequent mood swings

18. Am relaxed most of the time

19. Am not interested in other people’s problems
20. Am not really interested in others
21. Feel others’ emotions

22. Sympathize with others’ feelings

O 00 NI O U1l & W IN

General instructions: This survey asks you to indicate how various attributes and behaviors may
apply to you. Please respond honestly, with confidence that your answers will be confidential. If you
so choose, there is an option to decline to answer.

Appendix B.2. Perceived Stress

Directions: Indicate for each statement whether it is 1: Very Infrequent; 2: Moderately Infrequent; 3:
Neither Frequent nor Infrequent; 4: Moderately Frequent; 5: Very Frequent as a description of your
experience.

Table B2. Pre-Campaign Survey: Perceived Stress [51]. Each question has six choices: 1: Very
Infrequent; 2: Moderately Infrequent; 3: Neither Frequent nor Infrequent; 4: Moderately Frequent; 5:
Very Frequent; 6: Decline to Answer.

Survey Questions

. In the last month, how often have you been upset because of something that happened unexpectedly?

. In the last month, how often have you felt that you were unable to control the important things in your life?
. In the last month, how often have you felt nervous and stressed?

. In the last month, how often have you felt confident about your ability to handle your personal problems?

. In the last month, how often have you felt that things were going your way?

. In the last month, how often have you found that you could not cope with all the things that you had to do?
. In the last month, how often have you been able to control irritations in your life?

. In the last month, how often have you felt that you were on top of things?

O 00 NI O U1 i W N =

. In the last month, how often have you been angered because of things that were outside of your control?
10. In the last month, how often have you felt difficulties were piling up so high that you could not overcome them?
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General instructions: This survey asks you to indicate how various attributes and behaviors may
apply to you. Please respond honestly, with confidence that your answers will be confidential. If you
so choose, there is an option to decline to answer.

Appendix B.3. Technical/Cyber Security Related Experience
Directions: For each statement indicate whether you do this: 1: Never; 2: Seldom; 3: Sometimes;

4: Often; 5: Very Often; 6: Not Applicable; 7: Decline to Answer.

Table B3. Pre-Campaign Survey: Technical/Cyber Security Related Experience (Part 1) [51]. Each
question has seven choices: 1: Never; 2: Seldom; 3: Sometimes; 4: Often; 5: Very Often; 6: Not
Applicable; 7: Decline to Answer.

Survey Questions

1. I check every email link before clicking

2. I review my privacy settings on social media sites

3. I check for secure website (https) before entering my personal information
4.1 click links in email messages without ensuring that they are legitimate

Directions: Social engineering attacks occur in phishing email messages or other types of social
media in which the attacker attempts to fool the user into clicking on a link that exposes the victim to
malicious software or viruses.

Table B4. Pre-Campaign Survey: Technical/Cyber Security Related Experience (Part 2) [51]. Each
question has three choices: 1: Yes; 2: No; 3: Decline to Answer.

Survey Questions
1. Have you ever clicked on a link that turned out to be a phishing attempt?
2. In the past 3 months, have you clicked on a link that turned out to be a phishing attack?
3. If “Yes’ to either of the previous questions, did you lose information as a result?
4.If ‘Yes' to either of the previous questions, did you unintentionally download malware as a result?
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