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Abstract: Due to the recent trend of unmanned economy, retail stores have gradually reduced their service and
cashier manpower. The retail product recognition becomes one of key issues for unmanned shopping.
Although the success of deep neural networks has made object recognition feasible in a variety of applications,
it still struggles to perform well on a large number of classes of retail products. In this paper, we propose an
improved ensemble learning-based approach for retail product recognition. In the proposed approach, the
object classification network is first improved through feature extraction and block attention. An ensemble
model is then built by integrating multiple network models and using loss selection as model weights. In the
experiments, the feasibility of our ensemble learning-based approach has been evaluated through many
production items. The results demonstrate the effectiveness of the proposed approach compared with previous
retail product recognition methods.

Keywords: ensemble learning; retail product recognition; convolutional neural network; unmanned
store

1. Introduction

As declining birth rates and high labor costs become a growing problem around the world,
traditional retailers are forced to reduce the manpower and cost requirements of store management.
Some common methods include using internet of things (IoT) monitoring systems to ensure product
health and safety [1] and deploying surveillance cameras for security purposes [2]. However, most
current methods do not completely eliminate the need for on-site manpower. Therefore, the concept
of unmanned stores in the retail industry has often been proposed and studied [3].

An unmanned store generally refers to a shopping model where there are no service personnel
in the store. Customers can view the products and complete the purchase by themselves. To realize
unmanned shopping in unmanned stores, it needs to rely on many technologies of artificial
intelligence, including e-commerce detection, recognition, and big data analysis [4]. The most famous
unmanned retail store is Amazon Go, launched in 2018. It uses technologies such as sensing, vision,
machine learning, and cloud computing to achieve automated transactions [5]. Customers can
purchase through the Amazon Go app and the store does not require any clerks. However, there are
still many challenges in terms of customer experience, especially the ease of use of viewing product
items. Current methods of scanning barcodes are often considered unfriendly and sometimes difficult
for flexible bag packaging. Therefore, an important task is to easily recognize product items.

Due to the recent success of using deep neural networks for object recognition, it is possible to
detect and recognize product items using image-based methods. Convolutional neural networks
(CNN) have been widely used for object classification. Existing literature reports some promising
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results for different application scenarios [6-7]. A major problem with these techniques for
recognizing retail products is the excessive number of classes. There can be hundreds of different
retail products in the same class on the racks which makes recognition a challenging task.
Furthermore, similar designs and patterns used for specific types of retail products further complicate
feature extraction and network training [8].

In order to solve the problem of significant performance degradation when the number of classes
increases, it is necessary to establish a more complex classification network architecture. In addition,
a sufficient number of samples are needed to extract representative features for network training.
However, neither is a trivial task and usually involves improving upon existing methods. An
important strategy is to use the concept of ensemble learning to improve the recognition rate by
combining different classification algorithms [9,10]. In most supervised learning techniques, data
classification is achieved by training a classifier using ground-truth annotations. However, each
learning method may have different classification effects on different datasets. Therefore, through
the concept of ensemble learning, multiple learning algorithms can be used to obtain better prediction
results than a single learning algorithm.

Due to high labor costs in many places of the world, retailers have to reduce the manpower and
costs of store management. This includes basic retail product recognition for checking product items
and transactions. However, current object recognition technologies cannot accurately identify a
variety of retail products. Image recognition of a large number of different samples is an emerging
problem. It is different from traditional object recognition, which only considers a smaller number of
classes and limited sample diversity. Generally, in classification algorithms, objects with similar
attributes or functions belong to the same class. However, recognizing the same object using images
captured from different lighting and viewpoints requires recognizing the unique object. In this
regard, the recognition of many retail products is similar to face recognition, but more challenging.

In this paper, we propose an ensemble learning-based approach for retail product recognition.
We first improve the object classification network through based on feature extraction and block
attention. We then build an integrated model by integrating multiple network models and using loss
selection as model weights. Our approach demonstrates the feasibility of recognizing up to fifty retail
products.

2. Related Works

According to the combination strategy of ensemble learning, current methods can be divided
into three categories. The first method is the boosting algorithm, which combines multiple weak
classifiers into a strong classifier. It requires the learning error rate of the weak classifier to update
the weights of the training samples. The purpose is to increase the weight of misclassified data by the
old classifiers and then train the new classifiers. This will provide the new classifiers with the features
to learn misclassified samples, improve the classification effect, and obtain an ensemble model with
high recognition accuracy. The second method is the bagging algorithm. It randomly selects n
samples from the training data each time and puts them back. Due to random sampling, subsets of
samples collected multiple times are often different from each other and from the original training
data set. Repeating this process m times can produce m weak classifiers. Then, average, voting or
other methods are used for ensemble learning. The third and most widely used neural network
ensemble learning technique is stacking. In this method, the original data set is used to train a first
weak classifier for prediction, and then the labeled data set of the second weak classifier is used to
produce an ensemble model [11].

Li et al. [12] proposed a method that not only considers the quality of the ensemble model based
on the overall mean average precision (mAP), but also selects different CNN models based on the
class average precision (AP). The advantages of the models are complementary to each other and AP
is used as a weight to determine confidence. Then, it is followed by the voting scheme to improve the
performance of the ensemble model. Alam et al. [13] presented a dynamic ensemble learning
algorithm to design and train the ensemble of neural networks. Their approach can automatically
create ensemble architectures that maintain the accuracy and diversity of the neural networks, as well


https://doi.org/10.20944/preprints202311.1141.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 November 2023 doi:10.20944/preprints202311.1141.v1

as the minimum number of parameters specified by the designer. Their method can achieve good
generalization ability. Zhu et al. [14] proposed a method to solve the imbalance problem of training
data through geometric structure ensemble learning method. First, their method generated a
hypersphere through Euclidean metric to divide and eliminate redundant majority samples. Second,
this method learned a basic classifier to enclose a small number of samples. Therefore, their approach
can achieve higher efficiency during the training process. Finally, the remaining samples were used
to train the next sample until the entire training process is completed.

Santra et al. [15] proposed an end-to-end annotation-free machine vision system for detecting
products on the rack. Their system consisted of three modules: exemplar-driven region proposal,
classification, and non-maximal suppression of region proposals. First, they estimated the scale of the
rack images relative to product template images. Their system then used the estimated scale to
generate potential object regions. Finally, a convolutional neural network (CNN) was used to classify
potential object regions. George et al. [16] presented an approach for per-sample multi-label image
classification of products in retail store images. Their method used discriminative random forests,
deformable dense pixel matching, and genetic algorithm optimization to achieve high efficiency.
Furthermore, they performed product image search using tagging tools for multi-label retail product
image classification. Their approach achieves good results in both accuracy and efficiency. Wang et
al. [17] proposed a fine-grained classification algorithm for retail product recognition based on self-
attention destruction and construction learning. Their method uses self-attention techniques to
destroy and construct image information in an end-to-end manner. Therefore, we can compute
accurate fine-grained classification predictions and large informative regions during inference. The
results show that their approach performs better than other fine-grained classification methods.

Osokin et al. [18] proposed a one-shot target detection algorithm that jointly performs
localization and recognition. First, they determined correspondences using dense correlation
matching of learned local features. Then, a feedforward geometric transformation model was
introduced to align the features. Finally, they used bilinear resampling of the correlation tensor to
compute detection scores for aligned features. In particular, their method can detect unseen classes
and outperforms multiple baselines. Geng et al. [19] presented a fine-grained product classification
approach using feature-based matching and one-shot deep learning. They first detected candidate
regions of product instances and used repeated features in product images as coarse class labels for
these regions. Then, they generated attention maps to guide the classifier to effectively improve the
accuracy of fine-grained grocery product recognition. Their approach had good adaptability and can
be used to improve existing classifiers. Tonioni et al. [20] proposed an algorithm for recognizing
grocery products on store shelves. First, they used a class-agnostic object detection technique to
extract region proposals containing individual product items that appear on shelf images. Second,
they used K-nearest neighbors (K-NN) to perform product recognition separately for each proposed
region. Finally, they performed a final refinement of the recognition output by re-ranking the top K
proposals provided by the similarity search.

3. The Proposed Approach

In our approach, we first improve the RefineDet network [21] by modifying feature extraction
and attention modules. We then add the attention modules to the RefineDet network model for
optimization. Finally, we build an ensemble learning model to achieve better performance.

3.1. Improved RefineDet

In the original network model of RefineDet, VGG16 is used for feature extraction [22] and the
single-shot detector (SSD) is used as the backbone architecture [23]. It combines region proposal
network (RPN) and feature pyramid network (FPN) to ensure recognition rate under single small
target detection [24]. The RefineDet network model consists of three main components, the anchor
refinement module (ARM), the transport connection block (TCB), and the object detection module
(ODM). We make modifications on both feature extraction and attention modules of RefineDet to
optimize overall performance.


https://doi.org/10.20944/preprints202311.1141.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 November 2023 doi:10.20944/preprints202311.1141.v1

First, feature extraction module is an important part for RefineDet to recognize images. Three
different networks, ResNeSt [25], RegNet [26], and RexNet [27], are integrated into the feature
extraction module of RefineDet. The improved network model is shown in Figure 1, which still
retains the original idea of using ARM, TCB and ODM modules. The orange shaded areas change to
ResNeSt, RegNet, and RexNet. Next, the attention modules are incorporated into RefineDet to
improve feature extraction of convolutional layers.
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Figure 1. The improved network model.

3.2. Attention Module

As shown in Figure 2, three attention modules are used: convolutional block attention module
(CBAM), TCBv2, and enhanced block (EMB). The CBAM is mainly divided into channel and spatial
attention modules [28]. The model uses max pooling to obtain feature differences in images and
average pooling to extract common features for global feature learning. TCBv2 is based on BATCB
[29], which joins the ideas of PANet [30] and includes FPN with bottom-up path. This is then
integrated into the TCB module in RefineDet. EMB [31] contains attention streams and feature maps.
It provides a feature-enhancing approach that improves detection capabilities without reducing
processing speed.
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Figure 2. Three attention modules, CBAM, TCBv2, and EMB, are adopted to optimize RefineDet. (a)
optimized RefineDet model with CBAM, (b) optimized RefineDet model with TCBv2, (c) optimized
RefineDet model with EMB.

3.3. Ensemble Learning Model

In order to build our ensemble learning model and improve the recognition rate, we replaced
VGG16 with ResNeSt, RegNet and RexNet in RefineDet for feature extraction. The three models are
trained separately, and their respective mAP is used as the basic recognition rate for integration and
improvement. Our ensemble learning approach is based on the training losses of individual models.
The feature extraction layers of different classification networks use the same training data. This
process is performed in parallel, and the weighted sum of the training losses is used for performance
evaluation of the ensemble model. We first set the weights based on the mAP of the base classification
model. Although this configuration can provide good recognition rates, if the network training is
updated with changed training data, the weights need to be adjusted accordingly.

To solve this problem, an automatic weight adjustment technique for model ensemble is
proposed. It consists of loss selection and joint loss calculation. As shown in Figure 3, the loss of each
model can be calculated by selecting one from n batches of training at each epoch. The obtained model
loss is used to adjust the contribution ratio among the underlying network structures. In general, the
higher loss corresponds to the poorer recognition result and a lower model weight is assigned
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accordingly. For the joint loss computation, the ensemble loss is calculated by the weighted sum of
model training losses.
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Figure 3. The loss for each model can be derived by selecting one from n batches of training at each
epoch.

As shown in Figure 4, the weight ratio of each epoch during model training is derived based on
the reciprocal of the model loss in the previous epoch. For a more general formulation with n base
network models, the ensemble loss is given by

L= 25w/ 1 M
where
= @
. = L)
and Lj is the training loss of the network model j at the i-th epoch. For the initialization of the first
training epoch, assign the same weights to calculate the ensemble loss. Finally, the ensemble loss is
used for backpropagation at each epoch.
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Figure 4. Schematic diagram of ensemble loss calculation. During model training, the weight ratio for
each epoch is derived based on the reciprocals of the model losses in the previous epoch.

4. Results

We evaluated the proposed ensemble learning-based approach and network model for retail
product recognition with real scene images. Product images were captured by a camera (GoPro
HERO 7) with a resolution of 1920x1440, mounted on the top of the fixed bracket and viewing
downward. Many products, including various snacks, were placed in different orientations and
lighting for image acquisition. The calculations for retail product recognition run on a PC with an
Intel Core i5 8600 CPU and an NVIDIA Geforce GTX1080 GPU.

Figure 5 showed several sample images acquired in our experiments and used as the training
data. There were 50 product items in the training dataset and each product item had 200 images. As
shown in Figure 6, the captured test images were slightly different from the training samples.
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Figure 5. Several images acquired in our experiments and used as the training data.

We replaced the feature extraction layer of RefineDet with ResNeSt50, RegNet and RexNet. In
initial tests, a total of 500 images of 10 retail products were used for evaluation. Table 1 showed the
mAP results of comparing the original RefineDet and modified RefineDet network models. The mAP
increased by approximately 30% for all three conditions. Figure 7 showed the results using the
modified RefineDet network models of three feature extraction layers ResNeSt50, RegNet, and
RexNet. Although some snacks were blocked by hands, the three modified RefineDet network
models can still recognize the product classes and locations. Compared with the original RefineDet
network model using VGG16, the recognition results of the three modified RefineDet network
models were more stable.

Table 2 showed the results obtained using the proposed ensemble learning-based approach.
There were three ensemble models for comparison, namely RexNet/ResNeSt50, ResNeSt50/RegNet,
and RexNet/RegNet, trained using the same dataset with loss-based weight adjustment. The mAP
results were improved to about 90% with our ensemble models.

Figure 6. The testing images were captured slightly different from the training samples.
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Figure 7. The results using the modified RefineDet network models of three feature extraction layers
ResNeSt50, RegNet, and RexNet.

We then gradually included more product items for model training and testing up to 50 classes
with a total of 10,000 images. Table 3 showed the test results using 500 images for each class. The
average recognition rate drops significantly.

Table 1. The mAP comparison for different modified RefineDet network models.

Model RefineDet w/ResNeSt50 w/RegNet w/RexNet
pocky 86% 79% 85% 74%
cocopuff 85% 81% 80% 92%
doritos 73% 75% 58% 79%
noodles 64% 92% 91% 94%
greengood 51% 87% 96% 88%
kolanut 43% 84% 77% 84%
oysterchip 35% 81% 82% 86%
oricracker 34% 77% 78% 86%
oreo 18% 77% 88% 91%
cookie 18% 71% 64% 94%
mAP 50.84% 80.44% 79.97% 86.83%
Table 2. The results obtained using the proposed ensemble learning-based approach.
Model Res50+Rex loss Res50+Reg loss Rex+Reg loss
pocky 78% 88% 83%
cocopuff 92% 94% 92%
doritos 85% 69% 91%
noodles 96% 96% 88%
greengood 95% 98% 86%
kolanut 87% 91% 82%
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oysterchip 96% 96% 82%
oricracker 87% 94% 88%
oreo 90% 98% 100%
cookie 98% 100% 100%
mAP 90.42% 92.37% 89.23%

Table 3. The testing results using 500 images for each class for improved RefineDet network

models.

Model

Res50+Rex loss

Res50+Reg loss

Rex+Reg loss

mAP

52.1%

51.08%

47.41%

In order to further improve the recognition rate of various product items, we used the ensemble
model with the best mAP (i.e. Res50/Rex loss) for improvements. Retrain the network with an
additional 100 images containing classes with mAP less than 60%. In the modification of the basic
network model, we replaced the initial feature extraction module of ResNeSt50 with ResNeSt101.
RexNet was changed to the width of 3 (Rex3). Furthermore, the number of convolutional layers and
kernel size were increased. Res101/Rex3 CBAM was constructed by adding an attention module. It
used pooling to enhance feature extraction. Res101/Rex3 TCB was modified, replacing the TCB in
RefineDet with BATCB, enhancing the data conversion of ARM and ODM, and fusing the features
from shadow and deep layers. Res101/Rex3 EMB was built by adding EMB modules to optimize
ARM-derived features. This ensemble model provided the best results in the experiments.

Table 4 showed the comparison of different ensemble models and YOLOV5 for 50 classes of
retail products. As shown in Table 4, the mAP of the ensemble model Res101/Rex3 was quite stable
for each class. Both Res101/Rex3 TCB and Res101/Rex3 EMB improved mAP by more than 5%
compared to the original Res101/Rex3 model. The results showed that our ensemble model provided
better mAP and can recognize challenging cases such as “smallstick” and “cocostick” (which have
very low mAPs from YOLOV5). As shown in Figure 8, the retail products on top and bottom were
“cocostick” and “smallstick”, respectively. For YOLOv5m and YOLOV5x, they were recognized as
“greengood” and “oricracker”, respectively.

Table 5 listed frames per second (FPS), the number of parameters, and the training time for
comparing the proposed ensemble models and YOLOvVS. The results indicated that the performance
of the ensemble model is not good compared to YOLOVS5. This is because the idea of ensemble
learning is to integrating multiple networks for improving recognition rate by sacrificing FPS, the
number of parameters, and training time. It illustrated the trade-off between accuracy and resources
of the ensemble models.

J YOLOVSx L

Res101+rex3 EMB “ Res101+rex3 TCB L
i . P -

3 n YOLOVSm
loss RefineDet loss RefineDet .
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Figure 8. The comparison of Resl01+rex3 EMB loss RefineDet, Res101+rex3 TCB loss RefineDet,

YOLOv5m, and YOLOvV5x. The retail products on top and bottom were “cocostick” and “smallstick”,

respectively.

Table 4. The comparison of different ensemble models and YOLOVS5 for 50 classes of retail

products.
Network Res101+Rex3 Res101+Rex3 CBAM | Res101+Rex3 TCB Res101+Rex3 EMB YOLOv5m YOLOv5x
model loss RefineDet | loss RefineDet loss RefineDet loss RefineDet
kido 86% 98% 88% 88% 46% 46%
cookie 92% 93% 94% 62% 92% 92%
applevinegar 90% 92% 90% 90% 56% 8%
cocostick 86% 96% 78% 98% 16% 8%
pestochip 85% 81% 86% 81% 39% 16%
sweetpotato 76% 76% 82% 70% 74% 56%
oreo 86% 90% 90% 100% 30% 96%
greengood 72% 84% 78% 68% 47% 51%
cheesechip 84% 100% 92% 98% 82% 98%
crispyflute 66% 62% 84% 91% 66% 78%
skewernoodles 84% 57% 93% 64% 96% 98%
nenecookie 76% 88% 92% 92% 76% 84%
coconutcookie 56% 56% 76% 78% 42% 16%
oricracker 82% 66% 84% 78% 84% 80%
ritzcracker 82% 93% 87% 86% 60% 58%
tomatofries 67% 66% 72% 80% 96% 94%
purpleairwaves 86% 81% 74% 75% 57% 72%
spicydoritos 68% 85% 81% 92% 94% 94%
lonelygod 81% 81% 94% 84% 66% 82%
cheetos 62% 71% 66% 70% 89% 86%
goodtimechoc 74% 76% 76% 87% 52% 80%
widechip 82% 86% 86% 77% 62% 51%
biscoff 86% 84% 74% 94% 40% 40%
cocopuff 73% 61% 73% 92% 84% 73%
bananapocky 84% 85% 84% 88% 82% 74%
oysterchip 60% 67% 58% 56% 85% 82%
nutritionalchip 80% 80% 90% 90% 26% 62%
purpleqq 85% 92% 86% 83% 96% 98%
nutchocolate 94% 86% 96% 97% 84% 96%
spicykaramju 84% 72% 90% 78% 58% 58%
milkyokan 64% 61% 64% 52% 42% 52%
seaweedcookie 70% 66% 70% 83% 73% 92%
crispynoodles 80% 72% 75% 52% 40% 39%
seaweedsalt 74% 75% 82% 74% 67% 87%
squidcracker 64% 71% 88% 94% 86% 92%
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yakultcrispyflute 81% 86% 83% 91% 96% 96%
milkcandy 58% 38% 46% 67% 59% 86%
seafoodcracker 64% 73% 77% 79% 64% 87%
kolanut 47% 35% 69% 64% 88% 89%
pocky 92% 76% 84% 84% 78% 92%
bakecookie 49% 54% 46% 76% 81% 75%
newpie 46% 57% 57% 86% 83% 98%
haribosoft 54% 72% 74% 92% 84% 79%
darkchocolate 59% 51% 62% 77% 82% 65%
blackcookie 80% 55% 69% 76% 62% 78%
cocopeacockroll 47% 44% 53% 86% 60% 88%
smallstick 69% 53% 89% 75% 0% 0%
strawberrycrisp 47% 33% 62% 68% 98% 98%
minicrispdoritos 73% 37% 72% 67% 85% 80%
brownsugarbar 60% 59% 94% 47% 87% 96%
mAP 72.94% 71.49% 78.24% 79.53% 67.96% 71.93%

Table 5. The FPS, the number of parameters, and the training time for the proposed ensemble models
and YOLOVS5 for comparison.

Model Res101+Rex3 EMB | Res101+Rex3 TCB | YOLOv5m YOLOv5x
FPS 2.13 2.02 6.87 6.36
Parameters (M) 176.82 184.4 21.4 87.7
Training time (hr) | 60 60 36 36

5. Conclusions

We have proposed an ensemble learning-based approach for retail production recognition. The
classification network, RefineDet, is first modified using new feature extraction and attention
modules to improve the basic recognition rate. An ensemble models are then built by combining the
network models with a weighted loss. The proposed ensemble learning-based technique is evaluated
using 50 retail products. Compared with state-of-the-art networks, our approach demonstrates the
feasibility of recognizing a large number of object classes.

In future research, we will try to add more ensemble learning methods for analysis and upgrade
the basic recognition model to more than three. In addition, we will propose an ensemble model that
is better than the current method. Finally, we will add more classes for the proposed approach to test
whether the accuracy is maintained.
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