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Abstract: In this paper, we propose a method for the generation of simulation test scenarios for

autonomous driving. Based on the requirements of standard regulatory test scenarios, we can

generate virtual simulation scenarios and functional scenario libraries for autonomous driving, which

can be used for simulation verification of different ADAS functions. Firstly, the design operation

domain (ODD) of the functional scenario is selected and the weight values of the ODD elements taken

are calculated; then a combination test algorithm based on parameter weights is improved to generate

autonomous driving virtual simulation test cases for the ODD elements, which can effectively reduce

the number of generated test cases compared with the traditional combination test algorithm; then

the traffic participant elements under each test case are Then, the values of the subelements under

the traffic participant element in each test case are sampled and clustered to obtain hazard specific

scenarios. Finally, the specific scenarios are applied to the automatic emergency braking (AEB) system

on the model-in-the-loop (MIL) testbed to verify the effectiveness of this scenario generation method.

Keywords: automated driving virtual simulation; subjective empowerment; objective empowerment;

combined testing; test case generation

1. Introduction

As the level of autonomous driving increases, the driving body of the vehicle gradually changes

from a human to a computer or machine, which requires a large number of tests to prove that driving a

car by a machine is safe enough. Automated driving test is divided into three stages, including virtual

simulation test, closed-field test and open-road test, of which both closed-field test and open-road

test are real-road test. In the early stage of autonomous driving testing, real road testing faces a large

number of problems, such as longer road testing time, higher cost, lower efficiency, single scenario,

test safety cannot be guaranteed, etc. According to relevant studies, If 100 cars are tested at 40 km per

hour, 24 hours a day, it will take more than 200 years to test the algorithm of self-driving cars to the

same level as human drivers [1]. It is difficult to accept.

Nowadays, with the help of virtual simulation software, virtual simulation testing with reference

to the standardized process of testing has become an important part of self-driving car testing. With the

development of simulation technology, simulation testing is required to account for more than 90% of

the self-driving test, closed-field testing accounts for 9%, and open-road testing completes the last 1%

of the test volume, and the three methods complement each other to accelerate the commercialization

of self-driving to the ground.

Several test scenarios can be formed into a test scenario library, and the construction of the

simulation test scenario library is one of the focuses of the construction of the virtual simulation test

for autonomous driving. The construction of the scenario library includes the generation of scenarios

in the scenario library and the evaluation of the scenario library. There are two methods of scenario

generation, one is to describe the physical mechanism through expert experience and formulas, parse

and reorganize the elements in the scenario, and generate the test scenario through mathematical

methods for different test function requirements, while expressing the dynamic interaction problem in
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the scenario as an optimization solution problem and generating the scenario through the optimization

solution method. bagschik et al [2]. studied the highway scenario and proposed They proposed an

ontology-based scenario generation method, divided the high-speed scenario into five levels, and used

class and logical semantics to realize the modeling and generation of the scenario. Chen et a [3]. studied

the ramp convergence and convergence scenario, and proposed an ontology-based scenario test case

generation method, described the scenario into three ontologies of road, weather and vehicle and

realized the generation. Kluck et al [4]. combined ontology with combinatorial testing and proposed

an algorithm to map ontology to combinatorial testing, which has been applied to the process of

simulation system development. Gao et a [5]. combined combinatorial testing method with test matrix

to design automatic scenario generation method and proposed a scenario complexity index to evaluate

scenario implementation. Duan et al [6]. proposed a scenario complexity-based combinatorial testing

method that uses Bayesian networks to find the balance between scenario complexity and testing

cost, which can find system faults faster and improve testing efficiency. Lee et al [7]. first proposed

an adaptive stress test scenario generation method by applying a tree-based reinforcement learning

algorithm to solve the problem, using sampling and forward simulation to progressively build a search

tree, modeling the subject as a reinforcement learning training environment that can effectively search

for the most likely trajectory leading to an accident by interacting with the environment in real time.

It was subsequently also improved and introduced to collision avoidance scenario generation for

autonomous driving by Koren et al [8]. The problem is described as a Markov decision process and

Monte Carlo Tree Search (MCTS) and feedforward neural networks are used to find collision scenarios.

The other is to take the collected real natural driving data, accident scenario data, and

generate scenarios for simulation testing through transformation methods. The U.S. Department

of Transportation, in cooperation with the University of Michigan, selected 16 vehicles for a 12-month

naturalistic driving data collection effort to study truck tailgating problem [9]. The US NGSIM dataset,

which uses high-definition cameras set up next to highways to collect highway vehicle data, has

collected more than 10,000 data for the study of high-speed tailgating behavio. Accident scene datasets

are generally used for the generation of hazard scenes, and Demetriou et al [10]. used RC-GAN method

to establish a deep learning framework based on the driving trajectory data in real accident data to

realize the extension of vehicle driving trajectories, so as to generate a hazard scene library. Ding

et al [11]. proposed a multi-vehicle trajectory generator consisting of a bidirectional encoder and a

multi-branch decoder, and the multi-vehicle scenes of interactions are encoded and sampled to find

hazardous scenes. Bolted et al [12]. find the definition of boundaries in hazard scene data and predict

relevant objects at relevant locations, which can identify hazard scenes that have not occurred. Ries et

al [13]. introduce a method to efficiently train scene feature extractors using autoencoders, which can

identify boundary scenes in a large natural driving dataset. Zhang et al [14]. propose a Markov chain

and Monte Carlo based method for subset simulation sampling, which solves the problem of difficulty

in modeling importance functions in high-dimensional complex scenes.

Based on the analysis of the automatic driving simulation test scenario generation method and

evaluation system, this paper proposes an automatic driving virtual simulation scenario generation

method that can meet the generated scenario library covering the realistic standard regulatory test

scenarios and small probability hazardous accident scenarios. Firstly, it is determined that the

simulation test scenarios generated in this paper take functional test as the demand, introduce design

operation domain (ODD), establish the ODD element structure for different functional tests, take

the values of the third layer elements in the ODD element structure as the input conditions of the

autonomous driving virtual simulation test, and at the same time propose a method to assign weights

to the ODD element values to get the weight values of the ODD element values. Then, an improved test

case set generation method is used to improve the existing combination test algorithm by introducing

the weight of ODD element values, and the improved ES(a,b) algorithm is obtained to optimize the

number of test cases in the test case set generated by the improved algorithm. Then the Monte Carlo

method is used to sample the successive elements of the test cases to take values, and the clustering
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algorithm is used to cluster the sampling results to obtain specific scenarios. Finally, the generated

specific scenarios are tested with PreScan and matlab/simulink for autonomous driving MIL, which

proves the effectiveness of the virtual simulation scenario generation method for autonomous driving

based on this paper.

This paper is organized as follows: Section 2 describes the construction of a functional test

ODD element structure. Section 3 introduces an improved algorithm for generating test cases for

combinatorial testing. Section 4 describes the steps to achieve specific danger scenario generation by

Monte Carlo and clustering algorithms. In Section 5, the effectiveness of the method is verified by

applying it to an automatic emergency braking (AEB) system. Finally, Section 6 concludes the paper.

2. Methods to describe functional test scenarios

Generating an autonomous driving virtual simulation test scenario requires determining the

input conditions of the scenario, i.e., the values taken by the elements in the scenario. This section

introduces the design operation domain (ODD) for the scenario elements based on functional testing.

It also proposes an ODD element assignment method, including subjective assignment method,

objective assignment method, subjective-objective integrated assignment method and absolute weight

calculation method in four steps, to get the final weight value of the ODD element taking values.

2.1. Scene element design

According to its testing requirements, autonomous driving testing is divided into functional

testing, scenario testing and task testing [15], and this paper selects function as the testing requirement.

Functional testing is a test method to verify whether an autonomous vehicle achieves a certain function.

The test first determines the function to be tested, and then designs a test scenario according to the

function. Compared with scenario testing and task testing, functional testing is more targeted for

functional verification.

The Operational Design Domain (ODD) refers to the external environmental conditions and the

self-vehicle state of the autonomous driving function as determined at design time. The German

PEGASUS project identified six layers of ODD-related elements in the scenario, including a road layer,

an infrastructure layer, a temporary operational layer, a target object layer, a natural environment

layer, and a digital information layer. the Society of Automotive Engineers (SAE) established a generic

ODD terminology and framework consisting of seven dimensions, including weather-related The

Association of Standardization of Automation and Measuring Systems (ASAM)’s OpenODD is the

openX family of safety standards for the design of operational domains classifies ODDs into three

categories: scenarios, environments, and dynamic elements. Scenarios include areas where vehicles

travel, intersections or ramps, fixed common road structures, special road structures, and temporary

road structures; environments include weather, airborne particulate matter, and lighting conditions;

and dynamic elements include traffic participants and their own vehicles.

In summary, the simulation test scenarios generated in this paper are based on functional tests,

and for different functional tests, their ODDs are analyzed, and the ODD elements are used as the

scene elements in the generated simulation scenarios, and the classification of ODDs in the OpenODD

and PEGASUS projects are used as the main criteria to design the elements in the ODDs, as shown in

Figure 1.
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Figure 1. Autonomous driving function test ODD element structure

Since the subelements contained under the traffic participant element are mostly the motion

states of vehicles, such as: self-vehicle speed, target vehicle speed, target vehicle acceleration, etc., the

values of these elements have the characteristics of continuous and unbounded, so the values of the

elements need to be discretized. Take the main vehicle speed as an example, the result of discretization

processing is shown in Figure 2.

Figure 2. Discretization of self-driving speed

2.2. Calculation of scene element taking weight value

According to Figure 2, the values of the elements at the bottom of the ODD are used as the values

of the scenario elements in the virtual simulation test scenario of autonomous driving. Since the

different values of each element at the bottom of the ODD have different weight and importance in the

autonomous driving test, it is necessary to quantify the importance of the elements in the autonomous

driving test by assigning weights to their values.

Weight assignment methods are generally divided into subjective weight assignment method

and objective weight assignment method [16]. Subjective weight assignment method is a method in

which the evaluator compares the importance of each element based on his or her subjective judgment

and calculates the corresponding weight of each element [17]. The advantage of subjective weighting

method is that the relative importance of the elements will not violate people’s common sense; the

disadvantage is that the results obtained are more arbitrary. The objective weighting method is a

method to determine the weights by calculation based on the objective information of the elements

obtained without relying on the subjective attitude of the evaluator [18]. The advantage of the objective

weighting method is that the calculation results are based on real data and do not depend on people’s

subjective judgment; the disadvantage is that it lacks the complement of subjective consciousness,

which will lead to one-sided and single judgment results.
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In order to combine the advantages and disadvantages of subjective assignment method and

objective assignment method, this paper adopts both subjective assignment method and objective

assignment method to assign the values of ODD elements. The objective assignment method is used

to assign the values of the elements in the ODD that can be obtained from the real distribution by

means of published statistics, such as the speed of the vehicle and the weather, while the subjective

assignment method is used to assign the values of the remaining elements at the bottom of the ODD.

In this paper, the CRITIC method is selected to subjectively assign the values of the bottom

elements of ODD. This method is an objective assignment method based on data volatility, which

determines the objective weight values of indicators by comparing the intensity and evaluating the

conflicting nature between indicators [19].

If there are m rows of the original data set for n values of some third level element of the ODD,

the matrix X is formed:

X =







x11 · · · x1n
...

. . .
...

xm1 · · · xmn






(1)

where xij denotes the value of the j-th taken value of some third level element of the ODD in the data

set of the x-th row, x ∈ [1, m], j ∈ [1, n].

The standard deviation xj of the j-th value of the element is calculated as:

xj =
1

m

m

∑
i=1

xij (2)

The variability Sj of the j-th value of the element is calculated as:

Sj =

√

∑
m
i=1 (xij − xj)2

m − 1
(3)

Calculate the conflict of the j-th value of the element Rj, denoted by the correlation coefficient rij:

Rj =
m

∑
i=1

(1 − rij) (4)

rij represents the conflict of the matrix X and is inversely related to the conflict. the larger the rij, the

stronger the correlation between the value of the element and the value of the other elements, the less

the conflict, the more information is repeated with the value of the other elements, and therefore the

less important information is reflected in the value of the element, and the weight assigned to the

value of the element should be reduced [20].

The amount of information Cj for calculating the j-th value of the element taken is:

Cj = Sj × Rj = Sj

m

∑
i=1

(

1 − rij

)

(5)

Finally, the objective relative weight value of the j-th taken value of the ODD element is calculated

as:

wj =
Cj

∑
n
j=1 Cj

(6)

In this paper, the Analytic Hierarchy Process (AHP) is selected to subjectively assign weights to

the values of the lowest element of the ODD. The AHP method is a hierarchical weighting decision

analysis method for solving complex multi-objective problems and is widely used in the fields of

aerospace and electric power systems [21]. The steps of the AHP are to first take the values of any

two elements belonging to the same ODD element ai and aj are assigned a quantitative scale aij to the
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relative influence degree of the function to be measured, and the scale aij is taken using the 9-quantile

scale in the scale method [22].

Assuming that an element of ODD has m taken values, the scale matrix A is obtained according

to the proportional scale table as:

A =













a11 a12 · · · a1m

a21 a22 · · · a2m
...

...
. . .

...

am1 am2 · · · amm













(7)

The eigenvector corresponding to the largest eigenvalue of the scalar matrix A is calculated , as

the subjective relative weight value of these m taken values.

To make the calculated results more reasonable, it is necessary to check the consistency of the

feature vectors Wi, which is expressed by the Random consistency ratio (CR). According to the relevant

studies, when CR ≤ 0.1, the consistency of the scale matrix A is considered to meet the requirements,

and the feature vector calculated by the matrix A can be used as the subjective relative weight of the

values taken by the elements of ODD. When CR ≥ 0.1, it is necessary to reassign the scaling to the m

taken values of the elements and to recalculate the scaling matrix A and the eigenvector Wi.

The stochastic consistency ratio CR is calculated as:

CR =
CI

RI
(8)

where the Consistency index (CI) is calculated as:

CI =
λmax − m

m − 1
(9)

where λmax is the maximum characteristic root of matrix A, which is calculated as:

λmax =
1

m

m

∑
i=1

AiWi

Wi
(10)

where Ai is the i-th row of matrix A.

In Equation (8), the value of Average random consistency index (RI) varies with the order m of

the scale matrix A, as shown in Table 1.

Table 1. The Stochastic Consistency Indicator RI takes the value

m 1 2 3 4 5 6 7 8 9 10 11 12

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.54

The weight values of all the element fetches of the next layer directly subordinated to the elements

contained in any layer are calculated by the above-mentioned weight value calculation method. For a

multi-level element structure, the absolute weight value of each element in the bottommost level for

the values taken by the first level of the target level is obtained by multiplying the weight values of the

values taken by each element in each level from the top to the bottom.

In an n-layer system, let there be at most m values taken for an element in any layer, then the

absolute weight value Wi,j for each value taken for the j-th element in the i-th layer is calculated by the

formula:

Wi,j = Wi,j

i

∏
a=1

wa,Ψj
(11)
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where i ∈ [1, n], j ∈ [1, m], Ψj is the set of subscripts of all elements in the j-th element in the i-th layer

with the first layer element backtracking path.

3. Improved combination testing methods based on parameter weights

After obtaining the values of functional test ODD elements and their weight values, they are

used as the input conditions of the virtual simulation test of autonomous driving for the generation of

simulation test scenarios. The traditional scenario generation method mostly adopts the Exhaustive

Testing (ET) method in the test case generation method, and the number of generated test cases num is:

num =
N

∏
i=1

|Fi| (12)

where N is the number of influencing factors in the input conditions of the test case, and |Fi| is the

number of values of each influencing factor. When the number of influencing factors and the number

of values of each influencing factor are too many, the number of test cases generated by ET algorithm

will be greatly increased, so the Combinatorial Testing (CT) method is often used to generate test

cases to reduce the number of test cases generated. In software testing, the failure of a system is

generally caused by its own factors and the interaction between factors, so full coverage testing of the

combination of factors is required.

In the autonomous driving function test, Zhang et al [23]. investigated the Lane Departure

Warning (LDW) function in autonomous driving, and tested it and found that the faults of the tested

functional system were all caused by a single element such as road shape, lane line blurring and

missing conditions, changing conditions of light, and weather conditions. Gao et al8. tested the

functionality of the body controller system and found that the system produced a total of 21 system

defects, of which 16 defects were triggered by specific values of single system elements and 5 system

defects were caused by different values of three system elements. Due to the analogy between the

ODD elements of the autonomous driving functional test and the system fault factors in software

testing, the CT approach in the field of software testing was used to implement the test cases in the

generation of the virtual simulation test of autonomous driving.

3.1. Basic principle of CT combination test algorithm

At present, there are three main combinatorial testing algorithms: mathematical construction

method, greedy algorithm and metaheuristic search algorithm [24]. The greedy algorithm generates

the test case set by first establishing an initial empty set or a set T with partial test cases, and then

extending the test cases row by row or column by column, so that each extended test case can cover

as many combinations in the uncovered combination set as possible until the combinations in the

uncovered combination set are fully covered. The greedy algorithm is divided into two types of

algorithms according to the expansion method: one-test-at-a-time test case generation algorithm

and in-parameter-order test case generation algorithm. According to the related research, in the

combination test with low-dimensional coverage, especially the combination test with two-dimensional

coverage, the number of generated test case sets based on one-test-at-a-time algorithm is better than

the number of generated test case sets based on in-parameter-order algorithm. Therefore, in this paper,

the greedy algorithm is used as the design basis for improving the one-test-at-a-time algorithm to

optimize the number of test cases generated in low-dimensional coverage and improve the efficiency

of simulation testing.

To facilitate the introduction of the proposed improved CT algorithm, some definitions and basic

concepts of the CT method are given.

The basic idea of the combined test generation test case approach: for a Soft Under Testing (SUT)

with N input parameters, the set of parameters is X = {x1, x2, x3, · · · , xN}, where the set of values of

xi is denoted by Yi and the k-th value in Yi is denoted by yi,k. A number of test cases are generated to
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form a test case set T such that for any n (n is a positive integer, n ≤ N) parameters in the SUT of the

system to be tested, the combination of all values of these n parameters is covered by at least one test

case in T [25].

Definition 1 (n-dimensional combined coverage test case set). Assume that the set T = {t1, t2, t3, · · · , ts}

is a test case set of the SUT, and if for any combination (y1,k1
, y2,k2

, · · · , yn,kn
) of any n values of the input

parameters x1 ∈ X, x2 ∈ X, · · · , xn ∈ X(n ≤ N), at least one test case ti can be found in T satisfying

y1,k1
, y2,k2

, · · · , yn,kn
∈ ti. Then, we call the set T a n-dimensional combined coverage test case set of the SUT of

the system to be tested, and n is also called the coverage dimension.

3.2. Improved ES algorithm based on parameter weights

At present, depending on the way of generating test case sets, One-test-at-a-time algorithms are

AETG, TCG, DDA, ES, etc. In this paper, ES algorithm is chosen as the improved base algorithm.

The design idea of the iterative search algorithm (ES) is: first, calculate the N-dimensional

combinations of all parameters, generate the test case set UT, determine the coverage dimension n and

generate the initial n-dimensional uncovered combination set UC and the initial empty test case set T;

then iterate through UT, find the test case that can cover the most combinations in UC, add it to the test

case set T, and the next test case added to T can also cover as many combinations in UC, and output

the test case set T when the combinations in UC are fully covered by the test cases in T.

The ES(a,b) algorithm introduces the weights of the parameter fetch values for test case generation

when considering the multiple coverage of the current test case and the multiple coverage of the

next test case. The sum of the weight values corresponding to all covered parameter fetches in the

current test case set T, denoted as a, and the sum of the weight values corresponding to all uncovered

parameter fetches, denoted as b, is a+b=1, where a ≥ 0 and b ≥ 0. The a and b values in the traditional

ES(a,b) algorithm are fixed values, which are generally taken as (a=1, b=0), (a=0.75, b=0.25), (a=0.5,

b=0.5), (a=0.25, b=0.75), (a=0, b=1), and several other cases for test case generation. The values of a

and b in this paper will change as the set of test cases T increases, which requires that the values of

parameters a and b are dynamically updated when traversing the set of combinations of values of

parameters, making the values of weights used for each calculation different.

In the process of expanding the test case set, it is necessary to consider that the next test case

added to the test case set can also cover as many uncovered combinations as possible, which requires

that the parameters in the uncovered combinations should be spread out as much as possible to

avoid the existence of multiple values of a parameter that are not covered. Suppose there are two

cases. In the first case, the current uncovered two-dimensional combination set of test cases T is

UC1 = {(a1, b1), (b1, c2), (a1, c1)}. At this time, a test case (a1, b1, c2) is found to cover two combinations

of (a1, b1), (b1, c2) in UC1. Then, as long as another test case, such as (a1, b2, c1) , is used to cover

(a1, c1), the full coverage of UC1 is achieved, thus completing the generation of the test case set. In

the second case, the set of test cases T is not yet covered by the two-dimensional combination set

UC2 = (a1, b1), (a2, b1), (b2, c2). At this time, it is impossible to find a test case that can cover any two

or more combinations, so three test cases, such as (a1, b1, c1), (a2, b1, c1) and (a2, b2, c2), are needed to

achieve full coverage and complete the generation of the test case set. Comparing UC1 and UC2, we

can see that there are 4 values for 3 parameters in UC1, which is less, making it possible to increase the

selection margin, and a test case can cover two two-dimensional combinations; while UC2 contains 5

values for 3 parameters, which is more than one parameter, resulting in each test case can only cover

one two-dimensional combination.

In the following, the ES(a,b) algorithm is designed and n=2 is chosen to cover the test case

generation in two dimensions, and all the parameter variables designed by the algorithm and their

meanings are shown in Table 2.
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Table 2. Variables involved in ES(a,b) algorithms

Variables Variable Meaning

UT N-dimensional set of combinations of values for all parameters
UC The set of all uncovered two-dimensional combinations of values
T Generated test case set
t One test case

C(t) The set of combinations of fetch values in UC covered by t
g(t) Number of elements in C(t)
h(t) The maximum number of parameters of the combinatorial set in which UC

does not cover C(t)
Cover_over(T) Sum of the weight values of all currently covered parameter values of the

test case set T
Cover_not(T) Sum of the weight values of all the currently uncovered parameter values of

the test case set T

The specific step-by-step flow of the designed ES(a,b) algorithm is shown in Figure 3.

Figure 3. The ES(a,b) algorithm generates a methodological flowchart of the test case process

Finally, the pseudo-code form of the ES(a,b) algorithm implementation is given, as shown in

Algorithm 1.
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Algorithm 1 ES(a,b) algorithm pseudocode

1: Input: UT, UC
2: Output: T
3: T = [].
4: while UC 6= φ do
5: tmax = t1, t1 ∈ UT\T.
6: a = Cover_over(T), b = Cover_not(T).
7: fmax = a × g(tmax)− b × h(tmax).
8: for t1 in UT\T do
9: f = a × g(ti)− b × h(ti).

10: if fmax ≤ f then
11: fmax = f .
12: tmax = ti.
13: end if
14: end for
15: T = T ∪ {tmax}.
16: UC = UC\C(tmax).
17: end while
18: return T

4. Methods for generating functional test scenarios

From the discrete processing of the self-vehicle speed values in Figure 2, it can be seen that the

test case set generated by the ES(a,b) algorithm has continuous values for the subelements under the

traffic participant element in each test case, for example, the self-vehicle speed value of 40 represents

the self-vehicle speed value interval of (30m/h, 40km/h), so the generated test cases cannot be used

as scenarios for automatic driving simulation tests Therefore, the generated test case cannot be used

as a scenario for the simulation test of autonomous driving, and it is necessary to conduct secondary

sampling of these elements to generate specific values and obtain specific scenarios before conducting

the simulation test.

4.1. Monte Carlo method

Monte Carlo Simulation (MC) is a stochastic simulation method that uses repetitive random

sampling to derive numerical results [26]. MC methods include constructing or describing probabilistic

processes, sampling from known probability distributions, and obtaining results through computation

or simulation. Constructing or describing a probabilistic process means randomizing the parameters,

for example, describing the values of the four elements under the ODD “elements in vehicle operation”

as a probability distribution in the above section. After constructing the probability model, sampling

from the known probability distribution is required, and the usual sampling methods include

receive-reject sampling, importance sampling, Markov Monte Carlo sampling, etc. The results are

obtained by performing calculations or simulations after sampling the distribution [27].

The focus of the Monte Carlo method is to calculate the expectation of a random variable

[28]. Assuming that X represents a random variable that obeys the probability distribution p(x),

then to calculate the mathematical expectation of function f (x), it is necessary to take consecutive

samples xi from p(x), and then take the average of these samples of function f (xi) to approximate the

mathematical expectation of f (x), as expressed in Equation (13).

Ep( f (x)) =
1

n

n

∑
i=1

f (xi) , xi ∼ p(x) (13)

where xi is the sample, f (xi) is the function of the sample, n is the number of samples, and Ep( f (x)) is

the mathematical expectation of f (x) obtained by estimating the sample.
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For all possible test scenarios of the autopilot function, with Ω denoting the sample space, ε

denoting a hazardous scenario that occurs less frequently but triggers the autopilot function, and

ε ⊂ Ω, then the function describing whether scenario ε occurs can be defined as:

f (x) =

{

1 x ∈ ε

0 else
(14)

The probability of occurrence of scenario ε needs to be estimated, that is, to find Eε( f (x)). For

such hazardous scenarios, which are usually located at both ends of the probability distribution p(x)

of the functional test scenario parameters, the sampling yields very few hazardous accident scenarios

with large variance in Eε( f (x)). This requires more sampling to reduce the variance and leads to

computational overload [29].

4.2. Dangerous Scenario Clustering

Most of the sub-element fetches under the traffic participant elements generated using the Monte

Carlo method are similar, which will result in a more repetitive and less efficient test if they are directly

used as fetches for specific scenarios. Therefore, the group of element fetches needs to be filtered again

to find out the most representative fetches, so as to improve the efficiency of the test. In this paper, a

clustering algorithm is used for screening.

Clustering algorithm is an unsupervised machine learning algorithm, mainly used for data

partitioning and data grouping in data mining, the purpose of clustering is to group similar objects in

the data into one group. k-means algorithm belongs to division clustering algorithm, by clustering an

n-dimensional vector of data point set D = {xi|i = 1, 2, · · · , n}, where xi denotes the i-th data point in

the data point set, and finally dividing this data point set D into k class clusters [30]. The main basis for

dividing the class clusters is the similarity of objects in the point set and the gap between objects, using

Euclidean distance as the similarity measure and the error sum of squares as the objective function,

and the data points are finally divided into k clusters by minimizing the objective function. The final

cluster center coordinates obtained in this paper are the values taken for the subelements under the

traffic participant element in the specific scenario generated by each test case.

The Euclidean distance between point x and point y in the data set is:

d(x, y) =

√

n

∑
i=1

(xi − yi)
2 (15)

The basic steps of K-means algorithm are: the first step is to select k data as the initial cluster

centers; the second step is to classify the data points, calculate the Euclidean distance of each point to

the initial cluster center, find the cluster center with the closest Euclidean distance to each point, and

divide the point under this cluster center; the third step is to check whether the cluster center to which

the data points belong has changed, if not, then the clustering is finished, otherwise go to the fourth

step; the fourth step is to update the cluster center coordinates, calculate the mean value of all data

points under each cluster center as the new cluster center, and then skip to the second step [31].

5. Automatic driving function test scenario generation and simulation test analysis

In this paper, the function to be tested for autonomous driving is selected, and the functional test

scenario generation method introduced above is used to generate simulation scenarios, and simulation

software is used to conduct simulation tests, thus proving the effectiveness of the scenarios obtained

based on the generation method in this paper.
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5.1. Functional test specific scenario generation

Advanced Driving Assistance System (ADAS) is an intelligent system that uses a variety of

on-board sensors to collect environmental information, road network information, road facilities and

road participants while the vehicle is in motion, and then realizes the alert of impending danger

through system calculation and analysis. ADAS has been widely cited at the L1 and L2 levels of

autonomous driving.

Autonomous Emergency Braking (AEB), is one of the most widely used ADAS functions on L2

autonomous vehicles. In this paper, we take AEB function as an example to generate a specific scenario

for simulation testing of AEB function. Firstly, it is necessary to construct an ODD that complies with

the test regulations of AEB function.

In 2014, Euro-NCAP released a test standard for AEB systems, which specifies two test methods

and evaluation criteria for automatic emergency braking, including automatic emergency braking for

vehicle-to-vehicle (C2C) and automatic emergency braking for vehicles and vulnerable road users

such as pedestrians, autonomous vehicles, and VRU [32]. Among them, the evaluation criteria of AEB

testing for vehicle-to-vehicle (C2C) mainly focus on the scenario where the test vehicle is rear-ended

with the target vehicle, i.e., the front vehicle. There are three scenarios, Car-to-Car Stationary (CCRs),

Car-to-Car Moving (CCRm) and Car-to-Car Braking (CCRb), depending on the movement state of the

vehicle in front.

According to relevant statistics [33], the car shop rear-end scenario is one of the most dominant

scenarios in current traffic accidents, so this paper selects the car shop automatic emergency braking

scenario in AEB function for design.

The AEB function test ODD is shown in Table 3. The sub-element values under the traffic

participant element are discretized for continuous values and each value represents an interval,

for example, the self- driving speed value of 40 represents a value interval of (30km/h,40km/h).

Table 3. The values of each element of the ODD of the AEB function

ODD Element The value of the element

Road

Road type city roads, country roads, highways
Road surface asphalt pavement, concrete

pavement, other pavement
Road shape straights, curves (1/250), curves

(1/500), curves (1/750),
intersections/ramps

Road slope uphill, downhill, no slope
Number of lanes 1, 2, 3, 4

Environment
Weather sunny, cloudy, overcast, rain, snow,

sand haze
Time daylight, dawn/dusk, night

Traffic sign traffic signs, traffic lights

Traffic participants

Self-driving speed (km/h) 20, 30, 40, 50, 60, >60
Target vehicle speed (km/h) 0, 10, 20, 30, 40,>40

Target vehicle acceleration (m/s2) −10, −6, −3, 0, 3, 6
The distance between the two

vehicles (m)
40, 60, 80, 100

The weight values of ODD elements are obtained by the calculation method of scene element

fetching weight values in Section 2, as shown in Table 4.
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Table 4. AEB function ODD weight value index of all elements and their values

AEB function ODD

ODD Element Value of the
element

Weight value

Road

Road type
city roads 0.0115
highways 0.0061

country roads 0.0044

Road surface

asphalt
pavement

0.0126

concrete
pavement

0.0243

other
pavement

0.0117

Road shape

straights 0.0641
curves (1/250) 0.0102
curves (1/500) 0.0271
curves (1/750) 0.0271
intersections/ramps 0.0102

Road slope
uphill 0.0084

downhill 0.0084
No slope 0.0318

Number of lanes

1 0.0017
2 0.0044
3 0.0115
4 0.0044

Environment

Weather

sunny 0.0694
cloudy 0.0371

overcast 0.0249
rain 0.0575

snow 0.0128
sand haze 0.0096

Time
daylight 0.0496

dawn/dusk 0.0204
night 0.0083

Traffic sign
traffic signs 0.0141
traffic lights 0.0077

Traffic participants

Self-driving speed (km/h)

20 0.0162
30 0.0426
40 0.0655
50 0.0221
60 0.0149
>60 0.0053

Target vehicle speed (km/h)

0 0.0644
10 0.0118
20 0.0284
30 0.0284
40 0.0118
>40 0.0052

Target vehicle acceleration (m/s2)

−10 0.0018
−6 0.0040
−3 0.0096
0 0.0210
3 0.0096
6 0.0040

The distance between the two vehicles (m)

40 0.0048
60 0.0199
80 0.0126

100 0.0048

The AEB function ODD element values and their weight values are used as the input parameters

and their weight values of the improved combination testing algorithm, and the ES(a,b) algorithm

is used to generate test case sets covering dimension n=2, n=3, n=4, n=5. In order to show the

generation effect of ES(a,b) algorithm, this paper selects currently available combination testing tools
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or combination testing open source code, such as PICT, AllPairs, AETG [34], and uses the same AEB

function ODD elements as input parameters of the algorithm to generate test case sets. The number of

test cases in the test case set generated by different algorithms is shown in Table 5.

Table 5. Number of use cases generated by different combined testing algorithm in different coverage

dimensions

PICT AllPairs AETG ES(a,b)

n=2 49 55 53 47
n=3 321 352 318 306
n=4 1759 1857 1766 1717
n=5 8283 10036 8184 8179

From Table 4, it can be seen that the ES(a,b) algorithm can effectively reduce the effect of test case

generation at both lower coverage dimensions and higher coverage dimensions, so the optimization

effect of ES(a,b) algorithm for test case generation has been verified.

The specific scenario generation method is used to sample the four sub-element value intervals

under each test case traffic participant element in the set of test cases with different coverage dimensions

obtained by the ES(a,b) algorithm to obtain specific scenarios.

Take one test case in the two-dimensional combined coverage test case set generated by the ES(a,b)

algorithm as an example, the four subelements under the traffic participant element of this test case

take the values shown in Table 6.

Table 6. Elements compare of the wheel and body acceleration

Self-driving
speed (km/h)

Target vehicle
speed (km/h)

Target vehicle
acceleration

(m/s2)

Distance
between the two

vehicles (m)

Min 40 10 −3 60
Max 50 20 0 80

Using Monte Carlo method and clustering algorithm, the obtained post-clustering elements take

values as shown in Table 7.

Table 7. Grouping of values for clustered elements

Self-driving
speed (km/h)

Target vehicle
speed (km/h)

Target vehicle
acceleration

(m/s2)

The distance
between the two

vehicles (m)

1 43.63 16.82 −1.59 74.43
2 47.40 14.45 −1.74 65.21

5.2. Automatic driving MIL test based on AEB function

As can be seen from the above, the automatic driving simulation test is divided into four types

according to the test method: SIL, MIL, HIL and HIL, and the MIL test method is chosen in this paper.

The automated driving simulation test relies on simulation software, and the automated driving

virtual simulation software is a three-dimensional graphics processing software developed based on

virtual reality technology [35]. The automated driving simulation test platform established based on

the simulation software needs to have the ability to truly restore standard regulatory test scenes and

transform the road collection data of real vehicles to generate simulation scenes, while the simulation

test platform should realize that vehicles can be carried out in the platform cloud At the same time, the

simulation test platform should realize the ability of large batch and parallel simulation of vehicles in
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the platform cloud, so that the simulation test can realize the closed-loop test of the full-stack algorithm

of automatic driving perception, planning, decision making and control.

This paper uses PreScan, a simulation software for driver assistance system and safety system

development and validation, whose main functions include scenario building, sensor modeling,

developing control algorithms and running simulation [36]. Compared with VTD, CarSim, Carla and

other simulation software, the advantages of PreScan are simple scenario modeling process, perfect

sensor and vehicle dynamics model, and PreScan is equipped with an interface for joint simulation

with Matlab/Simulink, through which control and decision making algorithms in Matlab/Simulink

can be imported. algorithms, and also in Matlab/Simulink to modify the vehicle dynamics model and

demo algorithms that come with PreScan [37]. In this paper, the specific scenario of Table 7 is selected

for simulation testing, and the ODD elements of the specific scenario of Table 7 are taken as shown in

Table 8.

Table 8. In Table 7, the ODD road and environment elements are selected for specific scenarios

id
Road
type

Road
surface

Road
shape

Road
shope

Lanes
number

Weather Time
Traffic
sign

Selfdriving
speed
(km/h)

Target
vehicle
speed
(km/h)

Target
vehicle

acceleration
(m/s2)

The
distance
between
the two
vehicles

(m)

1
country
roads

other
pavement

straights
down

hill
3

sand
haze

daylight
traffic
signs

43.63 16.82 −1.59 74.43

2
country
roads

other
pavement

straights
down

hill
3

sand
haze

daylight
traffic
signs

47.40 14.45 −1.74 65.21

The simulation scenario generated by PreScan is shown in Figure 4.

Figure 4. AEB simulation tests scenarios

Add long-range millimeter wave radar for self-vehicle in PreScan, set FoV as pyramidal, single

beam, scanning frequency 25Hz, detection distance 150m, lateral FoV opening angle 9 degrees,

maximum number of detected targets 32, and the rest parameters as default parameters.

Add short-range millimeter wave radar, set FoV as pyramidal, single beam, scanning frequency

25Hz, detection distance 30m, lateral FoV opening angle 90 degrees, maximum number of detected

targets 32, and the rest parameters as default parameters.
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Click build to compile, and after compiling, open the corresponding .slx file in simulink and

complete the connection of each module input and output. In this paper, we choose Prescan’s own

AEB control algorithm, which uses the time to collision (TTC) as the judgment criterion. When TTC <

2.6s, the control algorithm gives an alarm signal; when TTC < 1.6s, the control algorithm gives about

40% of the half braking signal; when TTC < 0.6s, the control algorithm gives about 100% of the full

braking signal.

The added sensor model, dynamics model, and AEB control algorithm are the same for both

scenarios. When you click Run Simulation, you can see the two windows added with the vehicle view,

the real-time motion status window of the vehicle, and the window showing the sensing results of the

millimeter wave radar, as shown in Figure 5.

Figure 5. PreScan simulation runs each window interface

At the end of the simulation run, the graphs of the change of the speed of the self-vehicle and the

relative distance between the self-vehicle and the target vehicle can be obtained, as shown in Figure 6.

The horizontal coordinate in the graph represents the simulation running time, the red curve represents

the relative distance between two vehicles, and the blue curve represents the speed of the self-vehicle.

Figure 6. Simulate and test the results of each indicator parameter

As can be seen from Figure 6, Scenario 1 at the beginning of the simulation, the two cars are

74.43m apart, the self-car monitors the target car, and the self-car travels straight at a constant speed of

43.63km/h or 12.12m/s; when the two cars are about 18m apart, the AEB system gives a full brake
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and the self-car brakes to stop; after the brakes stop the two cars are about 1m apart and the self-car

braking time is 2.7s.

Scenario 2 At the beginning of the simulation, the two cars are 65.21m apart, the self-car monitors

the target car, the self-car goes straight at a constant speed of 47.40km/h or 13.17m/s; when the

distance between the two cars is about 19m, the AEB system gives a full brake and the self-car brakes

to stop; the distance between the two cars after braking is about 1.5m, and the braking time of the

self-car is 2.2s.

From the simulation results, it can be seen that the AEB control algorithm and the millimeter

wave radar used in the simulation test performed well under the bad weather conditions of sand and

haze, when the speed range of the self-car was (40km/h,60km/h), and the self-car braked at about

1-2m distance between the two cars to avoid the accident.

To test the effect of the AEB function when the speed of the self-car is high under the same

sandy haze weather conditions, this paper selects another test case in the two-dimensional combined

coverage test case set generated by the ES(a,b) algorithm for testing. The specific scenario generated

by this test case is shown in Table 9.

Table 9. Specific scenarios generated by the test cases

id
Road
type

Road
surface

Road
shape

Road
shope

Lanes
number

Weather Time
Traffic
sign

Selfdriving
speed
(km/h)

Target
vehicle
speed
(km/h)

Target
vehicle

acceleration
(m/s2)

The
distance
between
the two
vehicles

(m)

1 highways
other

pavement
straights

no
slope

1
sand
haze

dawn/
dusk

traffic
lights

99.29 4.39 0 67.89

2 highways
other

pavement
straights

no
slope

1
sand
haze

dawn/
dusk

traffic
lights

67.26 4.87 0 69.30

3 highways
other

pavement
straights

no
slope

1
sand
haze

dawn/
dusk

traffic
lights

83.07 5.35 0 67.84

4 highways
other

pavement
straights

no
slope

1
sand
haze

dawn/
dusk

traffic
lights

113.87 4.91 0 73.13

Add the sensor model, vehicle dynamics model and AEB control algorithm consistent with the

above. Run the simulation and get the variation graphs of self-vehicle speed, relative distance between

self-vehicle and target vehicle and self-vehicle braking force parameters, as shown in Figure 7.
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Figure 7. Simulate and test the results of each indicator parameter

At the beginning of simulation scenario 1, the speed of the self-car is 99.29km/h or 27.58m/s, and

the distance between the self-car and the target car is 67.89m; when the distance between the two cars

is about 40m, the AEB control algorithm controls the self-car to give about 40% braking force; when

the distance between the two cars is about 10m, the AEB control algorithm controls the self-car to give

100% full braking force; when the distance between the two cars is 0m, the self-car When the distance

between two cars is 0m, the speed is about 16m/s, the self-car is not braked, and the two cars collide.

Since the collision animation effect is not set, the animation shown is that the target car passes through

the self-car, and then the self-car brakes to stop.

At the beginning of simulation scenario 2, the speed of the self-car is 67.26km/h or 18.68m/s, and

the distance between the self-car and the target car is 69.30m; when the distance between the two cars

is about 38m, the AEB control algorithm controls the self-car to give about 40% braking force; when

the distance between the two cars is about 10m, the AEB control algorithm controls the self-car to give

100% full braking force; when the distance between the two cars is 0m, the self-car The speed is about

15m/s, the self-car is not braked, and the two cars collide.

At the beginning of simulation scenario 3, the speed of the self-car is 83.07km/h or 23.08m/s,

and the distance between the self-car and the target car is 67.84m; when the distance between the two

cars is about 32m, the AEB control algorithm controls the self-car to give about 40% braking force;

when the distance between the two cars is about 9m, the AEB control algorithm controls the self-car to

give 100% full braking force; when the distance between the two cars is 0m, the speed of the self-car is

When the distance between the two cars is 0m, the speed of the self-car is about 11m/s, the self-car is

not braked, and the two cars collide.
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At the beginning of simulation scenario 4, the speed of the self-car is 113.87km/h or 31.63m/s,

and the distance between the self-car and the target car is 73.13m; when the distance between the two

cars is about 42m, the AEB control algorithm controls the self-car to give about 40% braking force;

when the distance between the two cars is about 13m, the AEB control algorithm controls the self-car

to give 100% full braking force; when the distance between the two cars is 0m, the self-car When the

distance between the two cars is 0m, the speed is about 18m/s, the self-car is not braked, and the two

cars collide.

From the simulation results, it can be seen that under the bad weather conditions of sand and

haze, the AEB control algorithm and the millimeter wave radar used in the simulation test performed

poorly when the speed range of the self-car was (60km/h,120km/h), and the AEB control algorithm

did not give full braking directly when braking, but gave half braking first and then full braking,

resulting in a collision between the two cars when they were 0m apart and the self-car did not brake.

In summary, the validity of the specific scenarios obtained above for MIL testing of AEB functions

has been verified.

6. Conclusion

Aiming at the problems of lack of real data support, low generation efficiency and lack of

dangerous scenes in the scene element parsing and reorganization of scene generation method in

the autonomous driving virtual simulation test scene generation method, this paper proposes an

autonomous driving virtual simulation scene generation method that can take into account the

importance of scene elements in the real world, optimization of the number of scene generation and

generation of dangerous specific scenes. Based on this, an autonomous driving MIL test platform is

built with PreScan and matlab/simulink to verify the effectiveness of the scenario generation method

through simulation testing of ADAS functions. The method can be used to generate test scenarios for

all functions of L2-level ADAS for autonomous driving, and can also generate simulation scenarios

required for scenario testing and task testing. In the future, when the laws and regulations for L3 and

above autonomous driving tests are perfected, the scenario generation method proposed in this paper

only needs to improve the structure of ODD elements and more detailed division, and can be used for

the generation of L3 and above autonomous driving simulation test scenarios.

However, the method still has certain limitations and problems, which need further research and

improvement. The main areas include the following:

(1) The method of scene element analysis and scene reorganization is used to generate scenes,

and although the weight values of ODD element values are calculated by referring to real statistics,

the support of traffic accident data is lacking. Therefore, in the future, traffic accident data should be

introduced into the calculation of the weight value of the ODD elements, and the distribution of the

elements under the road conditions, environmental conditions and vehicle operation state when the

real accident scenes occur should be analyzed to assign weights to the ODD elements, so as to improve

the realism of the generated scenes.

(2) The improved combination test algorithm based on the weight values of ODD element taking

values has longer generation time and lower efficiency at higher coverage dimensions. Therefore,

future research should consider introducing machine learning and reinforcement learning methods

into scene generation methods to design optimized objective functions to generate scenes; in addition,

subsequent research can use optimization algorithms, such as random number search algorithms,

particle swarm optimization algorithms, simulated annealing algorithms, and other algorithms to

quickly converge to the global optimal solution and find dangerous scenarios.
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