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Abstract: The need for cross-modal retrieval (CMR) among users is growing because of the swift advancements 
in computer vision and natural language processing. Promoting home operating systems is greatly aided by 
the openKylin home operating system. It is focused on enhancing the functionality of the operating system 
with safe and dependable operating technologies. Practical implications abound for integrating computer 
vision research into home operating systems. A multimodal retrieval approach based on OpenKylin is 
presented to improve the usability of text search graphs, audio, and video. The overview of pertinent domestic 
and international research is the main topic of this article. This technological advancement. It then offers details 
on the design, implementation procedure, and final implementation outcomes for demonstration. The works 
of natural operations show that this strategy has excellent accuracy and performance. 

Keywords: cross-modal retrieval; open Kylin; domestic operating system 

 

1. Introduction 

Based on the rapid development of the Internet and the rapid popularization of social media, a 
vast amount of data and information in different modalities have been generated, and people can 
conveniently access the vast amount of data from the new media technology. Each form of data can 
be viewed as a modality, such as text, image, video, etc. Cross-modal retrieval[1–4]explores the 
relationship between different modal samples,i.e., using one modal data as a query condition to 
retrieve the related data of another modality. 

Natural language processing and computer vision are currently two of the hottest research 
directions in artificial intelligence. However, it has been widely used in life. For example, in the 
shopping platform, users can search for a sentence, such as "white dress," and then return the 
corresponding pictures, text descriptions, video descriptions, and other modal data of the product, 
which can help users understand the product information; in the locker audio library and video 
library, you can search for the lyrics or lines to return the name of the song. Or lines to produce the 
song’s title or the frame’s position before and after the video appears. However, this problem has not 
yet been solved in the domestic operating systems field. It still needs the popularization of desktop 
terminals with domestic operating systems, and users urgently need to query vast amounts of data. 
Users want to be able to retrieve pictures, audio, video, etc., by typing the words in the localKylin 
terminal search. openKylin ("Open Kylin")[5], as China’s first open-source desktop operating system, 
has completed the construction of 20+ core components and some eco-applications, marking China’s 
ownership of the operating system components independent of the structure, which is the first time 
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that China has an open-source desktop operating system. This symbolizes that China can 
independently select operating system components and build the operating system, which fills the 
gaps at home and abroad. However, we can only search local files, applications, and network 
resources through Kylin terminal. Some things could be improved in combining the big model with 
the domestic operating system and retrieving the data stably in the local area. The critical part of the 
combination is the integration of two different architectures and a suitable database. 

2. Materials and Methods 

2.1. Overall framework 

The whole cross-media retrieval method is composed of ChineseCLIP model[6], SQLite 
database[7] and Milvus database[8]. The whole system is easy to maintain. During the process of 
debugging and testing, the AI system responds by calling D-BUS signaling to the model and then to 
the database. Therefore, the whole method is simple to configure and stable in operation. In this 
paper, from the perspective of changing the traditional single retrieval result of text matching in 
openKylin, rich cross-modal retrieval functions such as text search for pictures, text search for audio, 
text search for video are realized on openKylin, which can satisfy the needs of users in different 
languages for retrieving pictures, audio, and video, and path search for pictures, which can be able 
to should be in the collection of huge amount of pictures, audio, and video, without The accuracy of 
retrieval is not affected. Due to the differences between different modalities, we cannot directly 
establish the semantic connection between two modalities, so the unimodal retrieval method is 
inevitably not applicable to the cross-modal retrieval task. In the face of the diverse data forms and 
rich data contents of the two modalities, how to explore the intrinsic connection of the data has 
become a difficulty in cross-modal retrieval. Especially in the case of text-based video retrieval[9–12], 
the video contains rich information forms, such as images, sound, text, etc., which brings great 
challenges to the characterization and retrieval process of the video. 

The traditional method of manual annotation[13,14] not only consumes a lot of time and 
resources in the process of building the index, but also lacks objectivity and real-time, which 
drastically reduces the accuracy of retrieval. Therefore, in the case of numerous videos and complex 
video features, we need to improve the way of processing video information and build an effective 
and feasible retrieval model to accomplish the task of large-scale video retrieval nowadays. We enter 
the text to be queried in the search engine, to search for related content of the picture or video is the 
current cross-modal retrieval task often focuses on the text and picture, to explore the text and picture 
content matching learning. And this paper explores a comprehensive cross-modal retrieval task - text 
query based image audio video retrieval task, as shown in Figure 1. The model mainly consists of 
three stages. In the first stage, the features of picture information, audio information and video 
information are extracted using free time. In the second stage, the features of the two different 
modalities obtained from the previous extraction are fed into a vector database respectively, projected 
into a potential common space and continue processing to obtain a classification result. In the third 
stage, the user enters a sentence from the searchbox, responds through D-BUS, goes through the text 
encoder, compares it with the vector database, passes the obtained result ID number to the SQLite 
database, finds the multimedia address and then gets the final result for return. 
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Figure 1. Overall system architecture. 

2.2. Text Encoder Module 

This research presents a comparative analysis of text processing techniques for severallanguages 
in the context of user search imagetext. According to Figure 1, the text encoderof ChineseCLIP is 
employed to encode the present paper. ChineseCLIP, as a pre-training model, is designed for the 
purpose of language-image comparison during training. This study utilizes the clip-vit-base-
patch32[15]model for encoding picture data and employs a customized Transformer model for 
encoding textual information. The model’s performance is optimized by comprehensively utilizing 
the elements inherent in the pre-existing model.  

The characteristics and architecture of the model can be flexibly modified to accommodate 
specific requirements and scenarios, hence achieving customization. Its purpose is to enhance the 
existing translation-based API of English and the Stable Diffusion model utilized by most teams in 
development. The objective is to address the challenges of cultural disparities between Chinese and 
English. During the training phase, the visual encoder experienced a freeze, while only the Chinese 
language model underwent fine-tuning. A total of 24 training epochs were conducted on a dataset 
consisting of approximately 100 million Chinese levels, encompassing approximately 3 billion 
Chinese characters. The training process involved conducting 24 epochs on a dataset consisting of 
100 million Chinese text samples and around 3 billion Chinese graphic data samples. This resulted in 
the development of a Chinese representative language model incorporating picture information. The 
ChineseCLIP model and Bert for sequence classification are employed in this study. The Chinese 
input is tokenized into individual words, and the Bert for sequence classification model is utilized to 
encode these tokens and generate a textual vector as output. Subsequently, the vector above is 
employed to search within the embedded vector database to identify the vectors that exhibit the 
highest degree of similarity. The outcomes of this search are subsequently provided as the results. 

2.3. Image Encoder Module 

The system has already processed the image in its spare time, as depicted in Figure 1, the user is 
required to store the image in a vector database. To achieve this idea, the initial step involves utilizing 
a deep learning model, such as ChineseCLIP, to conduct feature extraction on the image. The primary 
objective of feature extraction is to convert a picture into a feature vector that contains both semantic 
and spatial information. This transforma- tion is performed to enhance the efficiency and 
effectiveness of subsequent processing and management tasks. The image undergoes feature 
extraction using the CLIPProcessor[1,2]. It is then preprocessed and translated into tensor format by 
a preprocessor. The resulting tensor is subsequently fed into the ChineseCLIP. When doing image 
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processing, as depicted in Figure 1, the user must store the image in a vector database. To achieve 
this idea, the initial step involves utilizing a deep learning model, such as ChineseCLIP, to conduct 
feature extraction on the image. The primary objective of feature extraction is to convert a picture into 
a feature vector containing semantic and spatial information. This transformation enhances the 
efficiency and effectiveness of subsequent processing and management tasks. The image undergoes 
feature extraction using the CLIPProcessor. It is thenpreprocessed and translated into tensor format 
by a preprocessor. The resulting tensor is subsequently fed into the ChineseCLIP model for forward 
propagation. The Chinese-CLIP model is a deep learning model based on the Transformer 
architecture, known for its robust ability to characterize both images and text. A feature vector of 
dimensions (1,512) is extracted to obtain the feature vector of an image. This feature vector 
encompasses both the semantic and spatial information of the image. Semantic information refers to 
representing objects, situations, or concepts depicted in a picture. On the other hand, spatial 
information pertains to the depiction of the position, scale, orientation, and other related attributes 
inside the image. One of the benefits of storing an image as a vector is the ability to employ 
mathematical operations and similarity metrics to quantify the similarity or dissimilarity between 
various images. Subsequently, these feature vectors can be keptwithin a Collection in the vector 
database. A collection refers to a cohesive entity within the Milvus vector database designed to store 
vector data in a structured manner. The Milvus database is a software system that stores and retrieves 
high-dimensional vectors efficiently. The Milvus Database offers effective vector indexing and 
retrieval capabilities to facilitate picture retrieval activities on a wide scale. 

2.4. Modal Match Module 

Based on the information provided in Figure 2, it is evident that the feature vectors of English 
text, Chinese text, and images are stored within the Collection object of Milvus. The collection object 
of Milvus is a fundamental component that plays a crucial role in management and organization of 
data within the Milvus system. The search operation is executed using the search method of the 
Collection object in Milvus. This method requires the query vector, search parameters, and a specified 
limit for the number of returned results. In the process of searching, the L2 distance is employed as a 
metric of similarity in order to identify the vector that is most similar to the query vector. The user 
utilizes their local folder to store a collection of images that require retrieval. During their available 
free time, they opt to store pertinent information about each image, including its name, path, and 
size, in an SQLite database. This information is then inserted into the IMAGES table of the SQLite 
database. The IMAGES table consists of three fields: ID, NAME, and PATH. Notably, the ID field 
serves as the primary key with auto-growth functionality. In the process of insertion, it is not 
necessary for the user to manually specify the ID value, as the database system will autonomously 
produce a unique ID value for each newly inserted record. Consequently, the unique ID value will 
be transmitted to the Milvus vector database. Subsequently, the Milvus vector database will perform 
feature vector matching between the text and image and subsequently return the unique ID value to 
the SQLite database. This process enables the retrieval of basic information pertaining to the photo, 
which is then presented as the output on the user’s searchbox.  
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Figure 2. Module Framework. 

2.4.1. Libukui-search module 

A popular search tool made specifically for the ukui desktop environment is called Libukui-
search. Version 3.1-xxx is the most recent version of this program. Aggregated search capabilities for 
several local resources, including files, text, apps, settings, and notes, are provided via the global 
search application. A file indexing feature allows the user to have a quick and accurate search 
experience. Libukui-search is more than just a worldwide search engine. Within the Ukui desktop 
environment and its related development interface, there are tinier types of file searches available 
through a local search service. Moreover, the Ukui desktop environment’s search function provides 
a selection of plug-in interfaces based on the Qt plug-in framework. Users can adopt these interfaces 
to help with the development of the search feature. The approach used in this investigation is file 
search. 

File search is the main methodological strategy used in this investigation. There are two primary 
categories of search functionality: text content search and file name (folder name) search. Direct 
search and indexed search are two different types of file searches that are available. Without the 
capacity to search for text content, a direct search entails iterating over a list of keywords that match. 
In order to generate a database for direct database searching, indexing search entails navigating the 
filesystem. Search results maybe obtained in milliseconds with this method. The search results will 
likely be incomplete or inaccurate while creating an index. The current method is included as a textual 
search interface packaged inside an external plug-in. It makes use of indexed search to improve word 
retrieval and to search for desired images based on certain terms. 

2.4.2. D-BUS Interaction  

To achieve cross-modal graphic retrieval capabilities, the D-BUS interface, the Chinese-CLIP 
model, and the search capabilities of the openKlylin operating system are combined in the cross-
modal graphic retrieval strategy. The cross-modal graphic retrieval approach realizes cross-modal 
graphic retrieval capacity by combining the D-BUS interface, the CLIP model, and the openKlylin 
operating system search function. Through the implementation of D-BUS as an inter-process 
communication mechanism, effective data interchange and cooperation between the CLIP model and 
the search module are realized. The primary goal is to set up and operate Kylin OS’s D-BUS 
service[16,17], which serves as a conduit for communication between various components. The D-
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BUS service enables the search module to communicate in real-time with other modules, such as the 
ChineseCLIP model for cross-modal matching of words and pictures. The Kylin OS’s search module 
implemented the D-BUS interface, so other components could submit query requests. The 
ChineseCLIP model is in charge of creating a semantic representation of the picture and connecting 
textual inquiries with the content of images. The search module computes similarity by receiving the 
feature vectors supplied by the ChineseCLIP model over the D-Bus interface. The search module 
organizes the picture results and presents the user with the most relevant photos based on the results 
of the similarity calculation. It understands that a text query can enable accurate picture and text 
retrieval for the user. Meanwhile, a loosely linked connection between the search module and the 
ChineseCLIP model is accomplished using the D-BUS interface, improving the system’sscalability 
and flexibility.  

With this integration strategy, Kylin OS may benefit from a sophisticated cross-modal graphic 
retrieval solution. It offers a practical way to combine several cross-modal retrieval efforts with a 
home operating system. A successful resolution. 

3. Results 

3.1. Experiment environment 

This article uses a machine running OpenKylin version 1.0 as the experimental platform. Python 
and C++are programming languages used. The academic community evaluates graphic retrieval 
models using publicly available datasets such as the MSCOCO dataset[18–20] to evaluate their 
accuracy and the EPIC-KITCHENS-100 dataset[21–23], which includes audio and video information. 
MSCOCO dataset. It has a large amount of image and symbol data to help complete various visual 
tasks, including detection, segmentation, and image recognition. The dataset includes 400000 fully 
annotated test photos, 5000 validation images, and 118287 training images. The important features 
such as category, position, and size of the items in the image are included in the annotation 
information. 

EPIC-KITCHENS-100 dataset, containing audio and visual information; Collecting data involves 
4 cities and 45 kitchens; The total duration of the video exceeds 100 hours (full HD, 60fps), with a 
total frame count of over 20M,including over 90000 action clips, 97 verb categories, and 300 noun 
categories. 

3.2. Classification Results and Analysis 

In this paper, we mimic personalized photos, sounds, and videos in user computer folders using 
the MSCOCO dataset with EPIC-KITCHENS-100. They are used to confirm the code’s textual 
integrity. ChineseCLIP, a preprocessor, was utilized for the search. Store the encoded features in the 
vector database Milvus, encrypt the multimedia material inside the folder, and then watch for its 
recovery. As a result, by obtaining the information that fits these two datasets, users’ text searches in 
the Kylin searchbox will be scored based on how quickly and accurately they perform. 

3.2.1. Search for images through text 

As shown in Figure 3. User can enter "A small squirrel with an umbrella" in English or Chinese 
by the user in the search field, which is connected to Qt and called over D-BUS. The ChineseCLIP text 
encoder first loads the backend, then encodes the text, compares it to the vector database, and then 
outputs the image. 
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Figure 3. A small squirrel with an umbrella. 

3.2.2. Search for audio through text 

Modern deep learning models cannot directly analyze audio input in unprocessed forms like 
ACC, WAV, and MP3. In this work, we will initially use the speech recognition module in Python to 
capture audio and extract its essential features. The benefit of adopting this is that the voice 
acquisition will immediately terminate when the user finishes speaking. Import speech_recognition 
first, then instantiate recognize (). Open the Microphone using Microphone (), adjust the sampling 
rate, record using the listen function, obtain the audio byte stream data using the get_wav_data() 
method, and then write the audio in wav format using the write function. The method get_wav_data() 
obtains the recorded audio byte stream data and uses the write function to output it in WAV format 
to a file. Following the user’s audio data input, this paper uses the text encoder model provided by 
ChinesCLIP for encoding. It also uses a speech recognition library with Python, 
speech_recognition[24], and its recognize_sphinx() function to realize essential speech recognition, 
which is then performed in the speech-to-text, encoder, and vector database. The vector database has 
the encoder preserved. As seen in the Figure 4, the user input "grass" was filled in by contacting the 
QT connection and D-BUS response, which finally matched the wav format audio. 
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Figure 4. grass. 

3.2.3. Search for videos through text 

Textual non-video material is used as query input for cross-modal videoCLIP retrieval[25–27]. 
Even if the feature dimensions of different modalities are identical, it is not feasible to directly 
compare the similarity of various modal features since other media expressions take distinct shapes. 
This is why other media data are referred to as different modalities. As a result, joint embedding 
learning[28] across modalities—a technique used in cross-modal video CLIP retrieval focuses on 
mapping the feature values of various modalities into a shared space where the similarity connection 
between different modalities is learned. 

The cross-modal video feature fragment retrieval based on natural language text is the main 
topic of this article. Utilizing a single-sentence query from this paper as the query input. As is shown 
in Figure 5 for example, "A plane is flying in the sky" video fragment retrieval based on the paper’s 
text falls under the cross-modal video[29] fragment retrieval category.D-BUS calls this query, which 
is matched with the back-end vector database Milvus and returned by the SQLite database, to 
precisely locate the descriptive-semantic corresponding segments in the detected video in the Before 
and After position. 
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Figure 5. A plane is flying in the sky. 

4. Conclusions 

To investigate cross-modal retrieval used on the Kylin domestic operating system, we provide 
an openKylin based cross-modal retrieval approach in this paper. Three distinct search modes are 
available: text search for images, text search for audio, and text search for video. Enter significant 
words into the localKylin terminal search to access these modes. 

Because we account for the specificity of the local retrieval and record the feature values based 
on the vector database for comparison and verification, the findings demonstrate that the cross-modal 
retrieval can reliably recover images, audio, and video from the user’s computer. The study’s findings 
demonstrate that the big model retrieval offers a sound concept and a path for integrating the artificial 
intelligence area with the home operating system. These three recovered sub-directions differ in how 
much they have improved, and the present modification consists of several user-facing multimedia 
packages. This study includes cross-modal fundamental environment building, user retrieval 
phrases, and data consistency inside their folders. The method’s hardware and software performance 
have been evaluated to ensure the system’s strong viability. Following Actions: The next stage will 
be to concentrate on enhancing the retrieval efficiency and training lightweight models to carry out 
time and memory optimization for openKylin’s cross-modal graph retrieval approach. 
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