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Article
Magnetic Fields and Asymptotic Limits of Current
Loops

Nadiya Rodriguez
Department of Physics and Astronomy, Texas Tech University, Lubbock, TX 79401

Abstract: This article theoretically derives the magnetic field and vector potential produced by a
steady current I flowing in an arbitrary plane loop at an arbitrary point r. Numerical examples are
presented to demonstrate the behavior of the magnetic field produced by loops of various shapes
such as polygons, circles, ellipses, and p-norm balls. Taking the limit as the loop shrinks to a point
and the current I grows to infinity so that the magnetic dipole moment m of the loop (defined as the
current I times the vector area of the loop) is kept constant, the magnetic field and vector potential
are shown to converge to those of an ideal point magnetic dipole m.

Keywords: magnetic dipole; current loop; vector potential; electromagnetic field

1. Introduction

Ever since the Danish physicist Hans Christian Orsted discovered [1] that a current carrying wire
deflects a magnetic needle kept in its vicinity, philosophers and natural scientists have researched [2]
on the connection between magnetic fields as observed near bar magnets and lodestones [4], and electric
currents. Laplace, Biot, Savart, Ampere, and others experimentally observed [5] that the magnetic field
B(r) produced by a steady current density J(r') distributed over a setr’ € Z is given by

Ho Ix(@-1)  ,
B(r) = i )o e— v ar’. (1)
This result, commonly known as the Biot-Savart law, was used by Maxwell to formulate the so-called
Ampere’s circuital law [6,7], which states that the circulation of the magnetic field B produced by a
steady (time-invariant) current over a closed loop is proportional to the total current flowing through
the surface, or, equivalently in differential form, V x B = ], where J is the volume current density
and V x A for a vector field A(r) = Ay (r)X + A, (r)§ + A;(r)2 is defined as

0A 0A
VA d0A; dAy at dAy 04 G+ JdAy  dAyx 5
ox ay

oy 0z 0z ox
With Maxwell’s unification of electromagnetism [8], Ampere’s circuital law was incorporated as part

of Maxwell’s equations. Maxwell’s work also comprehensively laid out the exact connections between
sources and fields, as well as electric and magnetic fields [9]. Further unification was achieved with
the advent of special relativity [10,12], when it was shown that electric and magnetic fields are in fact
components of a rank-2 tensor field, the electromagnetic field [13], through the work of Einstein [12],
Lorentz [14], Poincaré [15], and others. During this period, several experiments designed to test
various hypotheses around the so-called luminiferous ether [17] also failed and thereby experimentally
confirmed the validity of this unification [18,19]. One of the most notable of these experiments was
that conducted by Michelson and Morley in 1887 [20,22]. The Michelson-Morley experiment aimed
to measure the velocity of the earth relative to the luminiferous ether and involved some of the most
precise measurements ever made in physics till then. A state of the art interferometer [23] was used for
the measurement, and this remarkably well-designed experiment further contributed in retrospect to
the demise of the ether theory [24].

© 2023 by the author(s). Distributed under a Creative Commons CC BY license.
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The rest of the paper is organized as follows. Section 2.1 presents the magnetic field and vector
potential produced at an arbitrary point by a steady current flowing in a circular loop of finite radius
a. Section 2.2 generalizes this result to an arbitrary closed loop on a plane and numerically examines
the behavior of the magnetic fields produced by loops of various shapes. Section 3.1 theoretically
establishes that the magnetic field and vector potential due to a circular current loop approach that of
an ideal magnetic dipole as the loop shrinks to a point while keeping the magnetic moment fixed, and
Section 3.2 generalizes the convergence result to an arbitrary closed and differentiable loop on a plane.
Section 4 concludes the paper.

2. Field of a loop current

In this section, we use the Biot-Savart law (1) to derive the magnetic field B produced by a plane
current loop carrying a steady current I. Without loss of generality, we can take the current loop to be
in the xy-plane.

2.1. Circular current loop

We first consider the case of a circular loop of radius a, centered at the origin. With our choice of
coordinates, the current distribution has azimuthal symmetry, i.e., for any coordinate transformation
¢ — ¢ + c for any constant ¢ € R, the form of the current distribution remains unchanged. This implies
that the magnetic field at any point r will be independent of ¢ and will not have any component along
the ¢ direction. We can therefore take the point r to be on the zx-plane without loss of generality. The
differential magnetic field produced at this point r = xX 4 z2 by a differential element d! = a d¢ of the
current loop located at t’ = a cos ¢% + asin ¢y is given, using (1), by

B— poal ((i)(r’) X (r—acoscp)?—asin(])y)) i

4 |r — acos ¢k — asin ¢y|>

_ poal ((sin<pf<+cos<p§7) X ((xacos<p)f<asincp§r+zi)> i

4 |(x — acos ¢p)X — asin ¢y + z2|°

_ Hoal (zcos¢>f(+zsin(p§l+(axcoscp)i) is. 2

4m (x2 4 22 + a2 — 2ax cos )/

We can integrate (2) to obtain the magnetic field B at the point r. As mentioned earlier, due to the
azimuthal symmetry of the problem, the ¢ component (or since r is chosen to be in the zx-plane, the y
component) of B should be zero. We arrive at the same conclusion from (2) by seeing that

_ poazl [T sin ¢
By="4 / 21,24 2 a2 49
7T J0 (x? 4224 a? — 2axcos¢)

(a) poazl /” sin ¢
41 J-m (x2 4 22 + a2 — 2ax cos §)

3/2 dgb

—
<
=

:0’
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where (a) follows since trigonometric functions are periodic with period 271, and (b) follows since the
integrand is odd. We can write the x component of B as

poazl (27 cos ¢
By = n / 3/2 d¢
7T Jo (x2 4224 a2 —2axcos )
_ poazl 7 cos¢ d
Y /—n (x2 4 z2 4 a2 — 2ax cos 3/2
¢)
(a) 2ppazl (7 cos ¢ d
T 4m / 24 .0 2 372 49
0 (x2+22+ a2 —2axcos@)
2upazl i cos ¢ d
Can(2+2+a2)*? Mo 2 i
(1 T gz2ta €08 (P)
® Hozm 2 Ji " cos¢ dep
4 (x2 4 2+ a2)*% 7o 20 v
<1 T 22t €08 ¢>

pozm 2
47 (2 + 22 4+ a2)%/2 A

O (ZLUC/(x2 +22 4+ az)) , 3)

where

M (f) = /” cos ¢ b,

/ 0 (1—tcosp)®/? ¢

Here, (a) follows since the integrand in the previous step is an even function, and in (b), m is the
magnetic dipole moment 7ta?I. Following similar steps, we can integrate the z component of (2) to
write

= Ko 2 (s 220 2)) - X 2,2, 2
BZ_47r(x2+zz+a2)3/2 n(f (Zax/(x +z +a)) af (Zux/(x +z +u)>), (4)

where

n 1
FA() = /O 1 teos ) dg.

Using (3) and (4) and taking t := 2ax/(x? + z? + a?), we can write the magnetic field B(r) as

_ Hom 21z . X .
B(I') = i (xz +22 +a2)3/2 . - [Ef(l)(t)x + (f(z)(i') _ Ef(l)(t)) Z} . 5)

2

Converting to spherical polar coordinates with x24+22 =927 =rcosf, x = rsinf, X = sin 6% + cos 60,

and 2 = cos 0% — sin 09, (5) becomes

B(l‘) — “I/l()m)?J/Z . % lf(z)(t) cos 0t + <I’f(l)(t) —f(z)(t) sin9> é| .

47t (12 + a? a
We thus have the following lemma.

Lemma 1. The magnetic field B at a point r (with spherical polar coordinates (r,0, $)) produced by a circular
loop of radius a and magnetic moment m placed on the xy-plane with its center at the origin, is given by

B(r) = _km 2 [f(z)(t) cos 0t + (rf(l)(t) —f(2)(t) sin9> 9] , (6)

A (2 +a?)?? a

doi:10.20944/preprints202310.1699.v1
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(1) — Tt cos ¢ q 7
P00 = [ eng ™
T 1
A :/0 (1— tcosp)>/? o ?
2arsin 0
T ©)

Remark 1. The integrals in eqns (7) and (8) are referred to as elliptic integrals [26]. They have no finite closed
form expressions in terms of elementary functions.

Fig. 1 illustrates the magnetic field lines on a vertical plane (i.e., containing the z axis) obtained in
accordance with Lemma 1. The red line segment represents the diameter of the current loop. The field
lines form closed loops and all of them cross the current loop.

Figure 1. Magnetic field lines.

Remark 2. When the field point r is on the xy-plane (i.e., 8 = 1t/2), (6) yields

B Ho

e (r> +

2
a2)3/2 s

2ar
12 + a?

2ar
12+ a?

(10)

o (75a) i (7))

which shows that the field on the plane of the loop is always perpendicular to the plane, as one can expect from

the form of the Biot-Savart law.

doi:10.20944/preprints202310.1699.v1
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Remark 3. Lemma 1 has a specialization which is commonly derived in freshman physics classes. For a point ¢
on the z axis (i.e., § = 0), eqn (6) yields

B(r)= — " 2 (f(z)(O)f—i— rf(la)(())é>

am(2+a?)? 7w

_ Mo 2m
CAr \ (2232 )"
We can also establish the magnetic vector potential for the current loop, as presented in the
following lemma.

Lemma 2. The magnetic vector potential A at a point ¥ (with spherical polar coordinates (r,8, ¢)) produced by
a circular loop of radius a and magnetic moment m placed on the x — y plane with its center at the origin, is

given by
= Ho 2 @ (2arsind ;
A(r)_4n(r2+a2)1/2 rasing’ (rzﬂz (m <), (11)
where
O = [P 4 \
f () /O (1*tCOS¢>1/2 (P ( )

Proof. The magnetic vector potential A(r) produced by a steady current density J(r') distributed over
asetr' € 2 can be written as (see, for example, [32])

Ar) = 1o / S (13)

RS

Similar to (2), the differential vector potential at a point r = xX + z2 by a differential element dl = ad¢
of the current loop located at ¥ = a cos ¢ + asin ¢y is given, using (13), by

da — Hool LIS
4t \||r — acos px — asin ¢y/||
_ poal — sin ¢X + cos ¢y
4 24,24 2 7z | 99 (14)
(x?2 + 22 4+ a? — 2axcos )
We can integrate (14) to calculate the vector potential A. We have
_ poal [?7 sin¢
Ax__47r/ 21 2. 2 7z %
0 (x24z%2+a?—2axcos¢)
(a) poal [T sin ¢ J
T 4r /_ 2424 2 /2 49
T (x? + 22 +a? — 2ax cos )

—
<
=

:0,
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where (a) follows since trigonometric functions are periodic with period 271, and (b) follows since the
integrand in the previous step is an odd function. We similarly have

A = uoal /2” cos ¢
Y an o (x2 4+ 22 4 a2 — 2ax cos ¢)

(a) poal [T cos ¢
 4m /—7‘[ (x2 422 4 a2 — 2ax cos )
(b) 2ppal [T cos ¢
4 /0 (x2+zz+a2—2axcos¢)l/2

1/2d

1/2 d

2upal & cos ¢
N 47T(x2+22+a2)1/2/0 20x 729
( T 2t24a2 08 4))

— Homm C2 e (20X 15
47 (x2 + 22 + a2)V/? ra! x2+z2+a%)’ (15)

where f©)(.) is as defined in (12). Here, (a) follows since trigonometric functions are periodic with

period 271, and (b) follows since the integrand in the previous step is an even function.Converting to
spherical polar coordinates with x? + z2 = 12, x = rsin6, and § = ¢, (15) becomes

_ Hom 2 3 (2arsinf .
Ar) = 47 (72 + a2) /2 !\ )?
W___pom 2 <2c;r s1n29) @x1)
47T(r2+g2)1/2 mtasin @ 2 +a
S —— O 0 i
- 471 (12 4 a2)'/? mzsinef 2+ a2 (m x £).

This establishes the result. Here, (a) follows from the observation that

~

¢:

=gt X (cos 6f — sin 66)
— 1 zx1)
~ siné ‘

>

X

=

O
In the following subsection, we generalize Lemmas 1 and 2 to general planar loops.

2.2. General current loop on a plane

Consider a current loop on the xy-plane described in polar coordinates (p,¢) asp = A -y (¢/27),
where 7 : [0,1] — R is continuously differentiable almost everywhere in [0, 1], bounded below (i.e.,
inf, c[0,1) 7(u) > 0), satisfies 7(0) = (1), and

1
/0 Y(u)?du = =. (16)

Eqn (16) defines the scale of the loop, since the area enclosed by the loop is given by

1 27 A2 2
5| rae =5 [y gr2m? ap =22
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Thus, L(A;y) := {(x,y) : x = Ay(u)cos(2rtu),y = Ay(u)sin(27tu),u € [0,1]} defines a family of

“similar” loops parametrized by A, where the area enclosed by £(A; ) is given by A2. Henceforth,
we refer to “the loop L(A;y)” to refer to a loop in the shape given by £(A;y). The following lemma
establishes the magnetic field and vector potential produced by a uniform steady current I flowing in
the loop L(A; 7).

Lemma 3. The magnetic vector potential A at a point ¥ (with spherical polar coordinates (1,6, ¢)) produced by
a loop L(A;y) with magnetic moment m = mz2 placed on the xy-plane is given by

A(r, A y) = %mx

(tsinf + Hcos0) /1 27ty (u) cos(2rtu — ¢) + ' (u) sin(27ru — ¢)
0 (A2(u)2 — 2Ary(u) sin 6 cos(27tu — ) + 12)*/2

27ty (u) sin(27tu — ¢) — ' (u) cos(27tu — ¢) p 17
¢/ (A2 ()2 — 2Ary (1) sin 0 cos(27u — ¢) + r2)'/ u) - @

The magnetic field at the point r is given by

1 2
B(r, A y) = PO (9727 cos Gi'/ () 575 du
4mA 0 (A29(u)2 — 2Ary(u) sinf cos(27tu — ¢) +12)
4o /1 27try(u) cos(2mu — ¢) + v (u) sin(27tu — ¢p) — 27wA sin Oy (u)?

du
(A2 ()2 — 2Ary (1) sin 6 cos(27tu — ) + r2)>/?

4 rcos 6¢/ 27r'y u) sin(2tu — ¢) — ' (u) cos(2mtu — ¢) du). (18)

(u)%2 — 2Ary(u) sin @ cos(2rtu — ¢) + r2)3/2

The proof of Lemma 3 follows immediately from the Biot-Savart Law (1) and the vector potential
expression (13) very similarly to the proofs of Lemmas 1 and 2, and is omitted.

Remark 4. One can easily see that Lemma 3 recovers the results of Lemmas 1 and 2 by setting v = 1//7

and A = a - /7.

Remark 5. Similarly to Remark 3, Lemma 3 can be specialized to the case § = 0 (i.e., the field at a point on the
z-axis) to obtain

oy _ pom [l v (u)?
B =15 W+ 22

Hom L27ry(u) cos(2mtu) + roy' (u) sin(27tu)
+ x/ du
4mtA (A2 ()2 4 12)3/?

Lo /1 27try u) sin(27tu) — ry (3/)2c0s(27'cu) du). (19)
A2y (u)? +72)
Remark 6. For a point r on the xy-plane, similarly to Remark 2, Lemma 3 reduces to
B(r, ;) — Z?;: 12mAy(u)? — 27try(u) cos(2mu — ¢) — ry/ (u) sin(2mwu — ¢) i (20)
0

(A29(u)2 — 2Ary (1) cos(27tu — ) + r2)>/?

We now study some examples of commonly encountered families of loops £(A; ) and examine
the magnetic fields and vector potentials produced by steady currents flowing in such loops.
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Example 1 (Polygon). A polygonal loop with N vertices may be defined in terms of the vertex coordinates
{(ri,¢:),i=1,...,N}, where 0 < ¢; < 27 for each i, and the coordinates are sorted such that ¢1 < ¢ <

e & (PNI as
/
N () = 2 v , ( ritiv1sin (Pis1 — ¢i) )
Zjlil ritjy18in (gij - 4’;’) risin (27tu — ¢;) + riq sin (¢ — 27u) )’
i Pit1
e [27{ 21 ] (21)

fori=1,2,..., N, where we choose the convention ¢pn11 = ¢1. As a special case, if r; = a/ (2sin (rt/N)) for
eachiand ¢; = (i —1/2)2m/N fori=1,2,..., N, the polygon becomes regular and (21) reduces to

N) () — 2sin (F 2 v ( a )
%"g'(”)_zsm(N) (astin(27r/N)> “\2sin (/Ny} ©
< sin (27t/N) )
sin (2rtu — (i —1/2)27/N) +sin ((i +1/2) 2t/ N — 27tu)

N (W)UZ' ( <zn<3¢ —i/N)))

(22)

foru € [%, % mod 1} ,i1=1,2,...,N. Fig. 2a geometrically depicts 7§£Q for N =15 (ie,a
reqular pentagon). A common special case of (22) can be obtained by setting N = 4 (i.e., a square). We have

doi:10.20944/preprints202310.1699.v1

A different special case of (21) can be obtained by setting N = 4, ¢1 = a, ¢ =

2 cos(2mu)”’

@) !
Vreg. (11) = 2cos (27tu —int/2)
sz, W€ [1/83/8],
) ~ seostzm, U € 3/8,5/8], (23)
—ysmizmy, W€ 5/8,7/8],
1 uel7/81]U10,1/8].

T—ua, ¢P3 = T+a,

ps=2m—w,andry =1y =13 =714 =a > 0, for some a € (0,7/2). The reader may recognize this loop as a
rectangle, with o« = 71/4 corresponding to the square (23). We then have

(a)

,)/rect.

() =

((tan 06)1/2> 1
2 sin(27tu)’

1 1
2(tanzx)]/2 ) cos(27tu)’

(tarw()l/2 1
2 sin(27tu)’

1 1
(z<tana)1/2> cos(2mu)’

(24)

One can verify that both the square (23) and the rectangle (24) have unit area, by noting that the square has side

length 1, while the rectangle has side lengths (tan oc)l/ 2and 1/ (tan oc)l/ 2 Fig. 2b geometrically depicts «y

foroa = m/6and 1t/3.

(a)

rect.
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y
_(30)
‘rect.
> .y o
0
<o° -
0
(a) 'YS%. (b) Yrect.

Figure 2. Polygons.

Example 2 (Ellipse). An elliptical loop with eccentricity € and major axis of length 2a with one focus at the
origin and another focus at (v, $) = (2ae,0), may be defined as the locus of a point which moves such that the
distances of the point from the two foci sums to 2a. When € = 0, the two foci coincide and the ellipse reduces to a
circle of radius a. We have, for any point (r,¢) on the ellipse,

r+ \/r2 + (2a€)? — 4rae cos ¢ = 2a
— 7% + (2a€)* — 4raecos ¢ = (2a —r)?
— 4ra(1 —ecos¢) = 4a®(1 — €2)

a(l—e?)
= r=——".
1—ecos¢
We therefore have
() _ K
Veltipse (1) = 1—ecos(2mu)’ 25)
where K is a constant to be determined from the normalization condition fol Y(u)?du = 1/ 7. We have
1 1 2
(e) 2 _ 12 / 1
/0 ,Yeﬂipse(u) du =K 0 (1 — € cos(27rut) > du
K> (7 1
=— dt (26)

7 Jo (1—ecost)?
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Using the substitution v := tan(t/2), (26) reduces to

_ 2K% 1+0?

1
(€) 2 b
/0 Telipse (1) AU = — 0 (1+02—e(1—02))° 0

S /oozﬂﬂ%gﬂ%dv
0

(1 +€)? (02_1_ ﬁ)Z
Z%:e)z /()m@dv-l-(lzfe)/()m( 11;6)2010
Finally, substituting v := /(1 —¢€)/(1 + €) tan & lets us write
B ot an= s ((720) o (F2) - (29) oot

S 14e)\'? 14 €
 (1+e)2 \1—¢ 1—¢

K2
S )
which implies that
(1 62)3/4
K= /2
letting us update (25) as
2 3/4
© (o (1=€)
/Yempse(u) T ol/2 (1 —ecos(2mu))’ (28)

Fig. 3 depicts 2 such ellipses with eccentricites €1 = 1/2 and ep = 4/5. As shown in the figure, the ellipses
share a common focus at the origin, while the other focus moves away from the origin as € increases. One can

can show that the other focus lies on the x-axis at a distance 2¢ / (711/ 2(1-¢?) 1/4) from the origin.

doi:10.20944/preprints202310.1699.v1
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(0.5)
‘ellipse
(0.8)
ellipse

=1

Figure 3. 'y( )

ellipse*
Example 3 (Norm ball). A loop in the form of a p-norm ball for p € R™ may be defined as the set of points
(x,y) satisfying |x|P + |y|P = 1. We have, for any point (x,y) = (r cos ¢, rsin¢) on the p-norm ball,
P cos¢|P + 1P| sing|? =1
1
r= . 7
(lcospP + [ sing|?) "7

We therefore have
(») .
Y u)= ' -
norm (1) (| cos(2mu)|P + | sin(ZTL’u)|p)l/P
where
-1/2
1
Ky = 7r/ & 2/ ' -
0 (|cos(2mu)|P + |sin(27tu)|P)~'P

Fig. 4a plots Ky, as a function of p, and Fig. 4b depicts %ﬁ’glm for several values of p.
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05)
. .
0.85 - ‘_r.[2}
os ,!.[10}
7 N
0.7
-~
N\ _~Z
06
0.55 [
0.5
0 1 2 3 4 5 6 ¥ 8 9 10
p
(a) K as a function of p. (b) ’yr(f,)rm for different values of p.
Figure 4. p-norm balls.
Remark 7. Using (30), one can write K, as
1 ! 2/ e
K, = -—-8-/1 2P g 31
p (7-( 27T 0 ( +x ) x ( )
—-1/2
1 xpl -1 2
:§<l+/ (Z(— )ll—'H<—+q> dx
=1 ©g=0 \P
1/V2, p=1,
= ~1/2 (32)

2 (1 + X2 (1) 1!(p11+1‘) Hff:lo (% + q)) , otherwise.

Closed forms of K, for various values of p can be obtained using the integral form (31) or the series form (32).
For example, for p =1, (31) leads to
(/ (1+4x) )

1
2
1 —-1/2
:z(>
—1/

—-1/2
Ky =

For p = 2, (32) yields

I\)I’—‘

1 -1 -1/2
<1 + Z Tl) (q + 1))

q=0
ST
<1+Zzl+1>
(7_[/4)—1/2
/T,

where (a) follows from the special case of Gregory’s seties [27] for 7t/4, also known as the Leibniz formula for .

a

—

N I\JI>—\

|
_


https://doi.org/10.20944/preprints202310.1699.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 26 October 2023 doi:10.20944/preprints202310.1699.v1

13 of 21

For p = 4, (31) yields

Wl ()
tT 2 0 V14 x4 '

The expression I := fol (1 /V1 +x4> dx can be evaluated through the following sequence of steps.
First, through the substitution u := 1/x, we have I = floo (1/\/1 —|—u4) du, whence, we have I =
(1/2) f0°° (1/\/1 + x4) dx. The substitution u := 1/ (1+ x*) leads to

1 = - 1 o du = —iu*w‘*(l — ),
1+x 4”3/2 (%_1)
and therefore, we have
L1t sy, —3/4
I—§~10u (1—u) du
@ %B (1/4,1/4)
T (1/4)°
8-’
where in (a), the beta function B(m, n) is defined, for (m,n) € R, as

1 1
"Y1 — )"V du = / w11 —u)" du,
0

B(m,n) :/0

and in (b), the gamma function T (n) is defined, for n € R™, as

I'(n) = /oo u" Lexp (—u) du,
0
with the well-known identity (see, for example, [28])
B(m,n) =T (m)-T(n)/T(m+n).

We therefore have Ky = 21/2711/4/1"(1/4).
Finally, using (32), we have
lim Kp =1/2.

p—o0

All these results agree with the plot shown in Fig. 4a.

We now examine the magnetic fields produced by various loops defined in Examples 1, 2, and
3, as predicted by Lemma 3, as a function of the scaling parameter A. To this end, we consider loops
L(A; v) with magnetic moment m = m2 and calculate the magnitude of the magnetic field produced
at three different fixed points A, A, and A3, as demonstrated in Fig. 5. In Fig. 6, we plot the magnetic
field (in “T) as a function of the scale A, for A € (0,1/2], when the magnetic moment magnitude equals
1A - m? and the distance of the observation point from the origin is r = Im.
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Figure 5. Magnetic field B calculated at three points A1, Ay, As.
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(a) Magnetic field at point A;. (b) Magnetic field at point A,. (c) Magnetic field at point A3.

Figure 6. Magnetic field as function of scale A.

From Figs. 6a, 6b, and 6¢, we observe that loops of different shapes produce different magnetic
fields at the same point for the same A, as expected; in particular, the fields for 72%’1? s and Vg)l'i?s . show
the largest variation with A, since the position of the center of symmetry of the loop is a function of A,
while all the other classes of loops examined have their center of symmetry at the origin. In spite of the
different magnetic fields produced by the different loops for a finite A, however, the magnetic field
magnitudes converge to the same value for every loop as A approaches zero, for each of the points A1,
Aj, and Aj3. This is a general result that will be theoretically established in Section 3.2 (Theorem 1).
As a special case of Theorem 1, the convergence points in Figs. 6a, 6b, and 6¢ can be inferred to be
(v/2/10) T, 0.1°T, and 0.2 T, respectively.

3. Current loop to ideal magnetic dipole

In this section, we demonstrate that the magnetic field and vector potential due to a plane current
loop approach that of an ideal magnetic dipole as the loop shrinks to a point. We first establish
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the result for a circular loop in Section 3.1 and generalize the result to an arbitrary loop £(A;7) in
Section 3.2.

3.1. Circular loop

We will show that the magnetic field in Lemma 1 and the vector potential in Lemma 2 approach
that of an ideal magnetic dipole as the radius a becomes small. To this end, we first prove the following
lemma.

Lemma 4. For f(V) as defined in (7), we have

lim lf(l)

a—0a

2arsinf\  37msinf

2+a2 ) 2r
Proof. Since the integrand cos ¢/ (1 — fcos 4))3/ 2 is bounded on the integration interval [0, 7] for
0 <t <1, we have, by the dominated convergence theorem [28],

)y e [T cosg
IO =R oy
= [Mlim ¢
0 120 (1 —tcos¢p)®/?
:/Oncosfl)d‘lj
=0. ~

Further, since the integrand cos ¢/ (1 — t cos <p)3/ Zis continuously differentiable in both ¢ and t, we

have
2
(W) @ 3 /” cos” ¢
1lj>%f (t) 2 }E}Ié 0 (] — tcos q))5/2 d(P
(b3 /” . cos? ¢
2Jo 15 (1—tcosp)®’? ¢
_ 3 [T 2
= 2/0 cos” ¢ d¢
3r

Here, (a) follows from Leibniz’s theorem on differentiation under the integral sign [29] and (b) again
follows by the application of the dominated convergence theorem. Eqns (33), (34) and L'Hopital’s
rule [31] yields

(1)
limw =lim V' (t) = 3.

t—0 t t—0 4
We then have

. . (1)
lim lf(l) 2arsin 6 (a) lim 2rsinf lim FEAL)
a0 a 2 + g2 a—0 12 + a2 -0 f

_ 2sinf 37
==
_ 3msind
- 2r

where (a) follows from the substitution t := 2arsin6/ (r* 4 a?) in the second factor. This establishes
the result. O
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We are now ready to examine the behavior of the magnetic field obtained in Lemma 1 as the
radius a grows small. We first note that from (8), application of the dominated convergence theorem
yields

lim 2 (2”’Sing> - /O” dp = 7. (35)

a0 2 + a2

We then have, using (6),

IimB(r) = (1
alir(l) (1‘) (uli% 47 r2_|_a2 3/2

o (22 i ()
&

COSG lln(l]f(z) <2arsn‘19>) T

12+ a?

(i—) Zg’; - = [ncos@r 37sinf — nsme) @)}
= % (2 cos 0t + sin 68) (36)
= 47;‘;3 3(m-)f—m). (37)

Eqn (36) and (37) are the standard expressions for the field of an ideal magnetic dipole m placed at the
origin (see, for example, [32,34]). Here, (a) follows from Lemma 4 and (35). We have thus established
that a loop of steady current I creates the same field as an ideal magnetic dipole in the limit when the
size of the loop goes to zero and the current I goes to o, the magnetic moment m = 7a*I being kept
fixed.

Remark 8. The limiting behavior of the vector potential in (11) can also be readily established. We first note
that, using similar reasoning as in the proof of Lemma 4, we have

. . 3) Zar sm 0
lim 2 f(3) 2arsinf\ lim 2 2ar sin @ f 2 +a2
a—0 7tasin f 2+a2 ) 450 |\ masind r2 + a2 2ar sin

r2+a?

= if(?’)/(o)

7tr

_ 4T 3 cos U du
mr Jo |0t \ (1 — tcosu)l/? 550

T2
= — cos“ udu
0

Using (11), we then have

. s Ho ) 2 3) ( 2arsin6 .
E}%A(r) B [111—% A (12 + a2)1/2] le—>0 ma smef ( 2+ a? (m > £)

- 4?22 (m x ), (38)

which is the vector potential produced by a point magnetic dipole m placed at the origin (see, for example, [37]).
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3.2. Arbitrary loop
We now turn to the case of an arbitrary loop £(A;y) where v is continuously differentiable almost

everywhere in [0, 1] and satisfies v(0) = (1). We have the following result.

Theorem 1. For r > 0, the magnetic field B(x, A; y) and the vector potential A(x, A;y) as defined in Lemma 3
satisfy

' L) — Mo ¢ 1+ singd) = HO_ ) —
/{13}) B(r, A;y) = o (2cos bt + sin00) = 1or (3(m- )t —m),
. N 0 -
)lgr(l) A(r, A y) = 12 (m x ).

Proof. Using (18), we can write

B(r,A;y) = Hom (27‘(/\cos(9 “L(r, A y)E 4 (I(x, A ) —27tAsind - [1(x, A; 7)) [

47tA
+rcosd- I, 1;7)¢). (39)
where
s As) = /o1 (A2(u)2 — 2Ary (u) s’::;)jos(Znu “p 4o
o [| e
R Ty

At a high level, the proof will follow a similar overall approach as in the derivation in Section 3.1.
We will first invoke the dominated convergence theorem evaluate the limit of the t term directly,
as well as to show that the quantities I(r, A;y) and rcos 6 - I3(x, A;y) each approach zero as A — 0.
We will then use L'Hopital’s rule and Leibniz’s theorem on differentiation under the integral sign to
evaluate the limits of the § and ¢ terms. Let S C [0, 1] be a set of Lebesgue measure 1 such that v is
continuously differentiable everywhere on S. Then vy and ' are bounded almost everywhere on S (see,
for example, [28]) and therefore, almost everywhere on [0, 1]. Let M and M, be these upper bounds on
|v(u)|and |7/ (u)|, respectively. Then, for A < r/2Mj, the integrands in (40), (41), and (42) are bounded
(uniformly in A) by SM% /73,8 (471’2M% + M%) 1/2 /72, and 8 (471’2M% + M%)l/2 /13, respectively, each
of which is a finite constant and therefore yields a finite integral on [0, 1]. Thus, using the dominated
convergence theorem, we have

, L 7(u)?
lim I (r, A;y) = lim 373 du
A=0 0 A=0 (A2 (u)2 — 2Ary(u) sin 6 cos(27tu — ¢p) + r2)

1 1 5
= [ vw?au

1
= . 43
7tr3 (43)

doi:10.20944/preprints202310.1699.v1
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Similarly, we have
1 B p . B
lim L (1, A; ) = / lim 270y (1) cos(27tu — ) + ry'(u) sin(27tu cl;)/z
A0 0 A=0 (A2 (1)2 — 2Ary(u) sinf cos(27tu — ¢p) + r2)
1
= %2 / (2717y(u) cos(2mtu — ) + ' (u) sin(2mru — ¢)) du
0
1 .
=2 [v(u)sin(2ru — 4’”3;:0
= O’
since 7(0) = (1), and
1 b _ _ / _
lim rcos 8- I3(r, A;7) = cos@- [ lim 27ry (u) sin(27tu — @) — ry'(u) cos(27u 4;)/2
A0 0 A=0 (A29(u)2 — 2Ary(u) sin 6 cos(2tu — ¢p) + r2)
cosf [l )
) /0 27ty (u) sin(27tu — ¢) — ' (u) cos(27tu — ¢)) du
cos 6
= 5 [-(w) cos(27mu - "o
=0.
We then have, using L'Hopital’s rule,
lim 2 AY)
A—0 A
. dL(r, A )
=1 A S AR VA
AIE(IJ oA
@ _3un L[ 27ry(u) cos(2mtu — ¢) + ry (u) sin(2mtu — ¢)
22-0Jo \ (A29(1)% — 2Ary(u) sin O cos(2mu — $)+ r2)5/2
X (2/\’)'(u)2 — 2ry(u) sin 6 cos(27tu — ¢)) ) du
(b) 3sinf 1 ) ) . - , ]
T3 /o (27 (u) cos(27tu — ) + ' (u) sin(2ru — ) y(u) cos(27tu — ¢) du
' 1
= 3;1:319 / (2n7(u)2(1 + cos(4mu — 2¢)) + y(u)y (u) sin(4drru — 247)) du
0
(c) 3rtsinf /1 ) 3sin6 /’Y(l)z sin(2¢)
2o v(u)* du + rr sl A v
_ 3sin "

r3
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where (a) follows from Leibniz’s theorem, since the integrand is continuously differentiable in both A
and u, (b) follows from the dominated convergence theorem (taking the limit inside the integral), and
(c) follows from the substitution v := «(u)? sin(47tu — 2¢). Following very similar steps, we have

rcosf - I3(r, A;7y)

5
A50 )
. ol3(r, A; )
—1 pl2\ L)
finyreos 055

3cosf . /1 ( 27try(u) sin(2tu — ¢) — 1/ (u) cos(2tu — ¢)
=— lim
2 A=0Jo \ (A29(u)2 — 2Ary(u) sin 6 cos(2mu — ¢) + r2)%/2

X (ZA'y(u)z — 2ry(u) sin 6 cos(2mtu — 4))) ) du
_ 3cosfsiné cosr(i)sin(? /01 (27 (u) sin(27tu — ) — /(1) cos(2mu — ¢)) y(u) cos(2mu — ¢) du

= /01 (2707 ()2 sin(47mu — 29) = y(u)7' (u)(1 + cos(4ru — 29)) ) du

3 cosfsin —7(1)? cos(2¢) 7(1)?
= / do — / dz
4r —7(0)2 cos(29) 7(0)2
=0. (45)

Finally, using (39), we have

a L(r, A; A
)I\ig}]B(r,/\; v) = @ </{1er) L, A;’Y)) (cos 0t — sin 68) + ]/;Om <lim 2(r,A '7>> 0

7T \A—=0
pom (. rcosf-Iz(r,A;y)\ 4
— |1
+ 4 </\1£>r}) A ¢
(a) pom o apy Ly SMom . n
= o (cos Bt —sin00) + 103 sin 06
= %(ZCOS 0t + sin 08),

which establishes the limit for B(r, A; ). Here, (a) follows by plugging in (43), (44), and (45). The limit
of A(r, A;y) can be demonstrated through a similar sequence of steps. [

Remark 9. It can be shown that the limiting behavior established in Sections 3.1 and 3.2 holds for any loop
with a piecewise continuous boundary, provided it can be continuously deformed to a point. We refer the reader
to [35] for further reading.

Remark 10. As remarked in Section 2.2, the limiting magentic field at the points Ay, Ay, and Az in Fig. 5 can
be computed as a special case of Theorem 1. To see this, note that using Theorem 1, we have, for r > 0,

flxin(l)HB(l’/A}’Y)H = PO /4 cos20 4 sin20 = L2\ /300520 4 1.
-

47rd 473

The values of cos? 6 for A1, Ay, and As are, respectively, 1/3, 0, and 1, which, along with the numerical values
m=1A -m?,r = 1m, and po/4w = 10~7 T - m - A~ immediately yields the desired limiting values of the
magnetic field magnitudes.

4. Discussions

The deep connection between currents and magnetic fields has been explored in great depth and
its mysteries gradually revealed through extensive research since Orsted’s experiment, culminating

doi:10.20944/preprints202310.1699.v1
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in Maxwell’s equations [8] and beyond. For a historical perspective of this gradual development, we
refer the reader to [38] and references therein.

A popular current area of research specifically related to magnetic fields, is the search for the
magnetic monopole [42] and the building of a theoretical framework [43] to study the consequences of
the existence of the same [45].
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