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Article 

Neural Networks-Based Image Denoising Methods 
Mengke Wang 

School of Computer Science and Technology, Henan Polytechnic University, Jiaozuo, Henan 454000, PR 
China; E-mail: mengkewang@home.hpu.edu.cn 

Abstract: Image denoising has been one of the important problems in the field of computer vision, and it has a 
wide range of practical value in many applications, such as medical image processing, image enhancement, 
and computational photography. Traditional image denoising methods are usually based on hand-designed 
features and filters, but these methods perform poorly under complex noise and image structures. In recent 
years, the rapid development of neural network technology has revolutionized the image-denoising task. This 
paper introduces the knowledge about neural networks and image denoising, explores the impact of neural 
networks on image denoising, and how is it possible to denoise images by neural networks. It also summarises 
other image-denoising methods and finally points out the challenges and problems faced by image-denoising 
at present. Some possible new development directions are proposed to provide new solutions for image-
denoising researchers and to promote the development of the field. 
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1. Introduction of Image Denoising 

Image denoising is a crucial image processing technique that aims to remove or reduce 
unwanted noise from digital images [1]. Noise in images typically appears as random variations in 
brightness or color caused by various factors such as electronic interference, sensor limitations, low-
light conditions, or compression artifacts [2]. As shown in Figure 1, with a clear image on the left and 
a noise-contaminated image on the right, the image with noise very much affects the visual 
perception, so, the image denoising process is needed [3, 4]. The goal of image denoising is to enhance 
the visual quality of an image by preserving important image details while suppressing or 
eliminating noise. 

 
Figure 1. Comparison of noisy image and original image. 

One common approach to image denoising is the use of mathematical algorithms and filters. 
These algorithms analyze the pixel values in the image and apply various mathematical operations 
to estimate and separate the noise from the actual image content. Popular techniques include mean 
filters [5], median filters [6], and Gaussian filters [7], each with its advantages and trade-offs in terms 
of noise reduction and preservation of image details. 

Another powerful method for image denoising is using machine learning, particularly deep 
learning models like convolutional neural networks (CNNs) [8-10]. These models are trained on large 
datasets of noisy and clean images to learn complex patterns and relationships between noisy and 
noise-free images. Once trained, they can effectively remove noise from new, unseen images. This 
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approach often outperforms traditional filtering methods, especially when dealing with complex and 
non-uniform noise patterns. 

Image denoising plays a critical role in various applications, including medical imaging, 
surveillance, photography, and computer vision. In medical imaging, for example, denoising helps 
improve the accuracy of diagnoses by providing clearer and more accurate images for analysis [11, 
12]. In photography, it enhances the quality of images captured in low-light conditions or with less 
advanced camera equipment. In computer vision, denoising contributes to more reliable object 
detection, recognition, and tracking by reducing the impact of noise on image-based algorithms. 

In summary, image denoising is the process of removing or reducing unwanted noise from 
digital images to enhance their visual quality and make them more suitable for analysis, 
interpretation, or presentation. This can be achieved through various mathematical filters and 
algorithms or by leveraging machine learning techniques like deep neural networks. Image denoising 
is a fundamental step in many applications where image quality is critical, ranging from medical 
imaging to photography and computer vision [13]. 

The article structure of this review is distributed as follows: Section 2 focuses on what a neural 
network is and the range of applications of neural networks. the structure of each layer of an NN, 
and also examines the training of NNs as well as the learning methods of NNs, and the role of 
normalized networks. Section 3 deals with the role of neural networks in image denoising. Section 4 
describes other methodological techniques for image denoising. Section 5 examines the application 
of GAN in image denoising. Section 6 summarises the difficulties of current challenges in image 
denoising. 

2. Neural Networks 

2.1. Introduction of Neural Networks 

A neural network, often referred to as an artificial neural network (ANN) or simply a neural net, 
is a computational model inspired by the structure and functioning of the human brain [14]. It is a 
fundamental component of machine learning and deep learning, used for a wide range of tasks, 
including pattern recognition, classification, regression, and more [15]. 

A neural network is composed of interconnected processing units called neurons or artificial 
neurons [16]. These neurons are organized into layers, typically consisting of an input layer, one or 
more hidden layers, and an output layer. Each neuron receives input from neurons in the previous 
layer, processes that input, and produces an output that may be used as input for neurons in the 
subsequent layer. 

Neurons in a neural network apply an activation function to the weighted sum of their inputs. 
This introduces non-linearity into the model [17], enabling it to learn complex relationships in data. 
Common activation functions include the sigmoid, ReLU (Rectified Linear Unit), and tanh 
(hyperbolic tangent) [18]. 

Neural networks learn from data through a process called training. During training, the network 
adjusts its internal parameters (weights and biases) to minimize the difference between its predictions 
and the actual target values in the training dataset. This optimization is typically achieved using 
gradient-based techniques like backpropagation, which compute the gradient of the error [19] 
concerning the network's parameters and update them accordingly. 

Neural networks with multiple hidden layers are referred to as deep neural networks or deep 
learning models [20]. These networks have gained significant popularity in recent years due to their 
ability to automatically learn hierarchical features from data, making them well-suited for tasks like 
image recognition, natural language processing, and speech recognition. 

Neural networks have a wide range of applications across various domains. They are used in 
image classification (e.g., CNNs for image recognition), natural language processing (e.g., RNNs for 
text generation), recommendation systems (e.g., collaborative filtering with neural networks), and 
more. They have also achieved remarkable results in fields like computer vision, speech recognition, 
and autonomous driving. 
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2.2. Structure of NNs 

The basic structure of a neural network consists of interconnected processing units called 
neurons or nodes. These neurons are organized into layers [21], typically divided into three main 
types: the input layer, hidden layers, and the output layer. The structure of a neural network is shown 
in Figure 2 below. 

Input layer

Hidden layer

Output layer

 

Figure 2. Neural network structure. 

The input layer is the first layer of a neural network. Its purpose is to receive raw input data and 
pass it to the next layer. Each neuron in the input layer represents a feature or dimension of the input 
data [22]. For example, in an image classification task, each neuron in the input layer may correspond 
to a pixel's intensity value. 

Between the input and output layers, there can be one or more hidden layers. These layers are 
where the neural network performs its computations and learns complex patterns from the input 
data [23]. Neurons in the hidden layers take the weighted sum of their inputs, apply an activation 
function (e.g., ReLU, sigmoid, or tanh), and pass the result as output to the next layer [24]. The depth 
and size (number of neurons) of the hidden layers are crucial factors in determining the network's 
capacity to model complex relationships in data. 

The output layer is the final layer of the neural network, and it produces the network's 
predictions or outputs. The number of neurons in the output layer depends on the specific task [25]. 
For instance, in a binary classification task, there might be one neuron in the output layer representing 
the probability of belonging to one class and another neuron representing the probability of 
belonging to the other class. In a multi-class classification task, the number of output neurons matches 
the number of classes [26]. 

Neurons in adjacent layers are connected by weighted connections, and each connection has an 
associated weight. These weights are crucial parameters that the network learns during training. 
They determine the strength of the influence one neuron has on another [27]. Learning involves 
adjusting these weights to minimize the difference between the network's predictions and the actual 
target values in the training data [28]. 

2.3. Training and Learning Methods of NN 

Training neural networks involves optimizing the network's parameters (weights and biases) to 
make accurate predictions or perform a specific task [29]. Two key components of training neural 
networks are the loss function and the optimization algorithm [30]. 

Loss Function: The loss function, also known as the cost function or objective function, is a 
crucial part of training a neural network. It quantifies the difference between the network's 
predictions and the actual target values in the training dataset. The goal during training is to 
minimize this loss function. Common loss functions include mean squared error (MSE) for regression 
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tasks and categorical cross-entropy for classification tasks [31]. Choosing an appropriate loss function 
depends on the nature of the problem being solved [32]. 

Backpropagation: Backpropagation is the primary algorithm used to train neural networks. It's 
a gradient-based optimization technique that calculates the gradients of the loss function concerning 
the network's parameters. These gradients indicate how the loss would change if the parameters were 
adjusted slightly. The chain rule of calculus is employed to efficiently compute these gradients layer 
by layer, starting from the output layer and working backward through the network [33]. Once the 
gradients are known, an optimization algorithm adjusts the parameters in a way that reduces the 
loss. The most commonly used optimization algorithms include stochastic gradient descent (SGD), 
Adam, and RMSprop. 

Epochs and Batches: Training a neural network is an iterative process that typically involves 
processing the entire training dataset multiple times, where each complete pass through the dataset 
is called an epoch. Training can be further divided into mini-batches, where a subset of the data is 
used for each weight update iteration. The batch size is a hyperparameter that influences training 
efficiency and the quality of the learned model. Larger batch sizes can lead to faster convergence but 
require more memory, while smaller batch sizes may offer better generalization at the cost of slower 
training. 

2.4. Regularization of NNs 

Regularization methods in neural networks are techniques used to prevent overfitting, which 
occurs when a model fits the training data too closely and fails to generalize well to unseen data [34]. 
Overfitting can result in poor model performance and reduced ability to make accurate predictions 
on new data [35]. Here are some common regularization methods used in neural networks: 

L1 and L2 Regularization (Weight Decay): L1 and L2 regularization, also known as weight decay, 
are popular techniques to prevent overfitting by adding a penalty term to the loss function [36]. In 
L1 regularization, the penalty is proportional to the absolute values of the weights, encouraging 
sparsity in the model [37]. In L2 regularization, the penalty is proportional to the squared values of 
the weights, which discourages large weight values. These regularization terms help to keep the 
model's weights smaller, reducing the risk of overfitting [38]. 

Dropout: Dropout is a regularization technique where a random fraction of neurons in the 
network is deactivated (set to zero) during each training iteration [39]. This prevents any specific 
neuron from becoming overly reliant on certain features in the input data, forcing the network to 
learn more robust representations. Dropout has been particularly effective in deep neural networks 
and is a widely used regularization method. 

Early Stopping: Early stopping is a simple but effective regularization technique. It involves 
monitoring the model's performance on a validation dataset during training. Training is halted when 
the validation performance starts deteriorating, indicating that the model is overfitting. Early 
stopping helps find the point at which the model generalizes well without memorizing the training 
data [40]. 

Data Augmentation: Data augmentation is a regularization technique primarily used in 
computer vision tasks. It involves applying random transformations to the training data, such as 
cropping, rotation, or flipping, to artificially increase the size of the training dataset. This makes the 
model more robust to variations in the input data and can help prevent overfitting [41]. 

Batch Normalization: Batch normalization is a regularization technique that normalizes the 
inputs of each layer in a neural network by adjusting the mean and variance of the activations within 
mini-batches of data [42]. This helps stabilize training and can act as a form of regularization by 
reducing internal covariate shifts. It has been shown to improve the training and generalization of 
deep neural networks. 

3. Neural Networks for Image Denoising 

Neural networks have proven to be highly effective for image denoising, a critical task in image 
processing. Traditional image-denoising methods often rely on handcrafted filters and heuristics, but 
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neural networks offer a data-driven approach that can learn intricate noise patterns and remove noise 
from images in a more sophisticated manner [43]. Here's how neural networks are used for image 
denoising: 

CNNs are commonly used for image denoising due to their ability to capture local spatial 
dependencies in images. These networks consist of multiple convolutional layers, which are 
particularly adept at learning features and patterns in image data. The network architecture can be 
designed with an encoder-decoder structure, where the encoder extracts relevant features from the 
noisy image, and the decoder generates a denoised version by upscaling the features [44]. 

The training process requires a dataset of noisy-clean image pairs. The noisy images serve as 
input, while the corresponding clean versions are the target outputs. During training, the neural 
network learns to map noisy images to their corresponding clean counterparts. This process involves 
minimizing a loss function that measures the difference between the network's predictions and the 
ground truth clean images. Common loss functions include MSE or perceptual loss, which leverages 
pre-trained models like VGG to capture perceptual quality. 

Regularization methods, such as dropout and L1/L2 regularization, can be applied to prevent 
overfitting during training [38]. These techniques help ensure that the network generalizes well to 
new, unseen noisy images. Additionally, data augmentation can be used to increase the diversity of 
training examples by introducing variations in the noisy data. 

Once trained, the neural network can be applied to denoise new or unseen images. The noisy 
image is passed through the trained model, and the network's predictions provide the denoised 
image. The neural network's ability to remove noise from images is particularly valuable in 
applications such as medical imaging, surveillance, and photography, where image quality is critical 
for analysis and interpretation [45]. 

4. Other Methods for Image Denoising 

Median filtering is a non-linear filtering technique that replaces each pixel's value with the 
median value of the neighboring pixels [6]. It is effective at removing impulse noise (salt-and-pepper 
noise) while preserving edges and fine details in the image. Median filtering is simple and 
computationally efficient but may not be as effective for other types of noise. Median filtering is a 
process where the pixel values within a certain window are selected and arranged in ascending order, 
and the median of these values is selected as the new central pixel value. The whole process can be 
represented in Figure 3, using a window size of 3 × 3 and a median of 4 instead of the original 
central pixel value of 6. Median filtering is particularly effective for pretzel noise, as the pixel values 
of pretzel noise are usually located at the ends of the aligned pixel values [46]. It is therefore easier to 
remove. 
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Figure 3. Median filter calculation method. 

Gaussian filtering is a linear filtering technique that convolves the image with a Gaussian kernel. 
It is effective at reducing Gaussian noise, which is a type of noise characterized by its statistical 
properties [47]. Gaussian filtering is widely used for smoothing and denoising, but it may blur fine 
details in the image. If x is used as the centre in the window, then the weight of a particular point y 
can be found by equation. G(y) = 12ଶ eିห|୶ି୷|หమଶమ , (1) 
where  is the standard deviation of the pixel values in the window. As the value of  increases, 
the filtering effect becomes better. But the less clear the image is. 
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Wavelet denoising is based on wavelet transforms, which decompose the image into different 
frequency components. By thresholding or shrinking the wavelet coefficients in the high-frequency 
bands, wavelet denoising can remove noise while preserving image features and edges [48, 49]. 
Wavelet-based methods are suitable for a wide range of noise types. The flowchart of denoising an 
image using wavelets is shown in Figure 4. 

Input

Output

N-level wavelet 
decomposition is 
performed on the 

original image signal

Get the high-frequency 
component and the 

low-frequency 
component

Thresholding of high 
frequency components

Wavelet reconstruction 
with processed 

components

 
Figure 4. Wavelet denoising flowchart. 

Non-Local Means (NLM): NLM is a powerful denoising technique that exploits the redundancy 
in natural images. It estimates the noise-free pixel value of each pixel by averaging similar patches 
from the image, giving more weight to patches that are closer in content to the target patch [50]. NLM 
is effective at removing various types of noise, including Gaussian and salt-and-pepper noise [51]. 

Total variation denoising is a regularization-based method that aims to preserve edges while 
removing noise. It minimizes the total variation (the sum of the absolute differences between 
neighboring pixel values) of the denoised image [52-54]. This method is suitable for images with 
piecewise smooth structures. 

BM3D (Block-Matching and 3D Filtering): BM3D is a state-of-the-art denoising method that 
operates in two stages [55]. First, it groups similar blocks of pixels in the image and estimates a 3D 
representation of the image patches. Then, it applies collaborative filtering to remove noise. BM3D is 
highly effective for denoising natural images and has achieved excellent results in various 
applications [56]. 

5. GAN for Image Denoising 

In the context of image denoising, a GAN typically consists of two neural networks: a generator 
and a discriminator. The generator network takes a noisy image as input and attempts to produce a 
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clean, denoised version of the image as its output [57]. The discriminator network tries to distinguish 
between real (clean) images and the generated (denoised) images. The GAN network structure is 
shown in Figure 5. 

Noise

Generator

Fake images

Discriminator

Real images Update

 

Figure 5. GAN network structure diagram. 

The training of a denoising GAN involves a competitive process between the generator and 
discriminator. The generator aims to produce denoised images that are indistinguishable from real 
clean images, while the discriminator tries to differentiate between real and generated images. The 
training process seeks to find a balance where the generator produces high-quality denoised images, 
and the discriminator becomes less effective at telling them apart from clean images [58]. GANs use 
two distinct loss functions during training: 

(i) Generator Loss: This loss encourages the generator to produce denoised images that are realistic 
and similar to clean images. It is typically based on a measure of dissimilarity between the 
generated and clean images. 

(ii) Discriminator Loss: The discriminator loss encourages the discriminator to correctly classify real 
and generated images. It is often based on binary cross-entropy, aiming to minimize the 
difference between the discriminator's predictions for real and generated images. 

As the GAN training progresses, the generator becomes increasingly proficient at denoising 
images, while the discriminator becomes less capable of distinguishing between real and generated 
images [44]. The output of the generator at the end of training is a denoised version of the noisy input 
image [59]. 

GAN-based denoising methods can be computationally intensive and require careful tuning of 
hyperparameters. Furthermore, they may generate denoised images that preserve some degree of 
noise as they aim to maintain realism [60]. Therefore, the choice of denoising method, whether GAN-
based or traditional, should depend on the specific requirements and constraints of the task at hand. 

6. Challenges of Image Denoising 

Image denoising is a crucial preprocessing step in various applications, but it comes with several 
challenges: (i) Different types of noise, such as Gaussian noise, salt-and-pepper noise, or speckle 
noise, can affect images. These noise types have distinct statistical properties and require different 
denoising approaches. Handling multiple types of noise within a single image or adapting to variable 
noise levels can be challenging. (ii) Image-denoising algorithms must strike a balance between 
reducing noise and preserving important image details. Aggressive noise reduction can lead to the 
loss of fine textures and edges, while overly conservative denoising may not effectively remove noise. 
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Some advanced denoising techniques, especially those based on deep learning or complex 
mathematical models, can be computationally intensive. Real-time or resource-constrained 
applications may struggle with the computational demands of these methods. 
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