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Abstract: This article reviews the introduction of Alzheimer’s Disease (AD), neural networks, training and
learning of neural networks, applications of neural networks in early diagnosis of AD, applications of neural
networks in AD drug discovery, other brain diseases, and challenges faced by AD. First, the paper introduces
the background and characteristics of AD. AD is a degenerative neurological disorder characterized by
impaired memory, decreased cognitive function, and loss of neurons. These characteristics place a huge burden
on the lives and families of patients. Next, the basic principles and structure of neural networks are discussed.
A neural network is a computational model made up of multiple neurons that can perform tasks by learning
and adapting to input data. In particular, the key concepts of neural network hierarchy, activation function,
and weight adjustment are discussed. Then, the training and learning methods of neural networks are
discussed. Common techniques, such as the backpropagation algorithm and gradient descent optimizer, are
introduced in detail, as well as the importance of data preprocessing and model evaluation. Next, the paper
focuses on applying neural networks in the early diagnosis of AD. By extracting features from brain image
data, neural networks can automatically identify differences between AD patients and healthy subjects,
enabling early diagnosis and intervention. In addition, the application of neural networks in AD drug
discovery is also discussed. By analyzing and predicting a database of known drugs, neural networks can help
discover potential treatments for AD and speed up the drug discovery process. The paper further explores the
application of neural networks in other brain diseases. It highlights the challenges faced by AD, such as the
lack of reliable biomarkers, complex pathological mechanisms, etc. In summary, this paper presents a
systematic overview of AD, neural networks, training and learning of neural networks, applications of neural
networks in early diagnosis of AD and drug discovery, and other brain diseases and challenges associated with
AD.
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1. Introduction of Alzheimer’s Disease

Alzheimer’s disease is a progressive and degenerative neurological disorder that primarily
affects the brain [1], leading to cognitive decline and memory impairment. It is the most common
cause of dementia among older adults. Alzheimer’s disease gradually and damages brain cells,
resulting in a range of cognitive and behavioral symptoms that worsen over time [2].

The hallmark pathological features of Alzheimer’s disease include the accumulation of abnormal
protein deposits in the brain. Two main types of protein abnormalities are observed: beta-amyloid
plaques and tau tangles[3], As shown in Figure 1. Beta-amyloid plaques are clusters of misfolded
beta-amyloid proteins that accumulate between nerve cells, disrupting communication and
triggering inflammation. Tau tangles are twisted and abnormal tau proteins that build up inside
nerve cells, leading to their dysfunction and eventual cell death.

© 2023 by the author(s). Distributed under a Creative Commons CC BY license.
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Figure 1. The features of Alzheimer’s disease.

The progression of Alzheimer’s disease typically follows a predictable pattern, beginning with
subtle memory problems and difficulty with cognitive tasks [4]. As the disease advances, individuals
may experience language difficulties, disorientation, mood swings, and changes in behavior. In later
stages, individuals with Alzheimer’s may require assistance with daily activities and lose the ability
to recognize loved ones, As shown in Figure 2.

Figure 2. The progression of Alzheimer’s disease.

The exact cause of Alzheimer’s disease remains unclear, but it is likely due to a combination of
genetic, environmental, and lifestyle factors. While age is the most significant risk factor (the disease
predominantly affects individuals over 65), a family history of Alzheimer’s can also increase the risk.
Additionally, certain genetic mutations are associated with a higher likelihood of developing the
disease[5,6].

Currently, there is no cure for Alzheimer’s disease. Treatment options focus on managing
symptoms and may include medications to improve cognitive function or address behavioral
symptoms temporarily. Supportive care, such as counseling and assistance with daily tasks, is crucial
to maintain the quality of life for individuals with Alzheimer’s and their caregivers. Ongoing research
into the underlying mechanisms and potential treatments continues in the quest to find a cure or
more effective interventions for this devastating condition[7]. Paper structure is shown in Figure 3.
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Figure 3. Paper structure.

2. Neural Networks

A neural network is a computational model inspired by the structure and function of the human
brain. It is a type of machine learning [8] algorithm that processes information in a way that mimics
the functioning of biological neural networks [9]. Neural networks are a fundamental component of
deep learning, a subfield of artificial intelligence (AI) [10].

At its core, a neural network is composed of interconnected nodes called neurons or artificial
neurons. These neurons are organized into layers: an input layer, one or more hidden layers, and an
output layer. Information flows through the network from the input layer, passes through the hidden
layers, and produces an output from the output layer[11]. Each connection between neurons is
associated with a weight, which determines the strength of the connection, As shown in Figure 4.

Input Layer
Hidden L ayer

Output Nodes

Figure 4. Neural network composition.

Neurons within a neural network apply an activation function to the weighted sum of their
inputs. This activation function introduces non-linearity into the model, allowing neural networks to
learn complex patterns and representations. Common activation functions include sigmoid[12],
ReLU (Rectified Linear Unit)[13], and tanh (hyperbolic tangent)[14], The advantages and drawbacks
of each activation function are as shown in Table 1.
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Table 1. The advantages and drawbacks of each activation functions.

Common
activation Advantages Drawbacks
function
1. When the input is large or small, the
1. The output ranges from 0 to 1 and  gradient is close to 0, which causes the
can be used for binary classification gradient disappearance problem, making
problems or as an activation function for the weight update very slow during
sigmoid the output layer. backward propagation.
2. It has smooth derivatives, which can 2.  The output is not centered on 0, which
help the model to perform gradient can cause the neuron’s output to deviate
descent optimization. from the ideal distribution, adding to the
complexity of the training process.
1. Calculation speed is fast, only need 1. Since the output is 0 on a negative
to determine whether the input is greater input, the ReLU neuron may experience a
than 0 and output the corresponding “death” situation, that is, the neuron will
value. never be activated again, resulting in the
ReLU 2. The problem of gradient deactivation of parts of the network.
disappearance of sigmoid function is 2. The output is not centered on 0, which

solved, because the derivative of ReLU oncan cause migration problems during

the positive interval is always 1, which  training and increase the instability of the
can maintain a large gradient. model.

1.  Similar to the sigmoid function, when

1. The output £ -1to1and
€ OUTPHE Tanges tom 110+ ale  ihe input is large or small, the gradient is

can also be used for binary classification o .
close to 0, which is prone to gradient

disappearance.
2. The output is not centered on 0, which

problems or as an activation function for
tanh  the output layer.

2. It has smooth derivatives, which can

help the model to perform gradient

descent optimization.

can cause migration problems during
training and increase the instability of the
model.

Neural networks learn from data through a process called training. During training, the network
adjusts the weights of its connections based on the error between its predictions and the actual target
values[15]. The objective is to minimize this error, typically using optimization techniques like
gradient descent[16]. Neural networks learn by iteratively updating their weights, making them more
accurate in making predictions or classifications.

Deep neural networks, often referred to as deep learning models, consist of multiple hidden
layers[17]. They have proven to be particularly effective in tasks like image recognition, natural
language processing, and playing complex games. Deep learning models are capable of learning
hierarchical representations, enabling them to capture intricate patterns in data.

Neural networks find applications in a wide range of fields, including computer vision, speech
recognition, natural language processing, recommendation systems, autonomous vehicles, and
medical diagnosis. They have made significant advancements in areas such as image classification
(e.g., convolutional neural networks or CNNs) [18], language understanding (e.g., recurrent neural
networks or RNNs) [19], and reinforcement learning (e.g., in training game-playing agents) [20].

In summary, a neural network is a computational model that emulates the interconnected
structure of biological neurons. It learns from data by adjusting the strengths of connections between
neurons and has found extensive applications in Al and machine learning, particularly in deep
learning models with multiple layers. Neural networks are capable of tackling complex and diverse
tasks, making them a fundamental technology in modern Al research and applications.
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3. Training and Learning of NNs

Training and learning are fundamental processes in the development of neural networks. Neural
networks, especially deep neural networks, are designed to learn from data and improve their ability
to make predictions or classifications over time [21]. Here’s an explanation of training and learning
in neural networks, As shown in Figure 5.

s R
e YRR R

Figure 5. The explanation of training and learning in neural networks.

The training process of a neural network starts with a dataset that includes input data and
corresponding labels or target values. The input data can be any form of information, such as images,
text, or numerical values, depending on the nature of the problem. The labels represent the correct
answers or desired outputs associated with the input data [22]. For example, in an image classification
task, the input data may be images of different objects, and the labels would indicate the object in
each image.

Before training begins, the neural network is initialized with random weights and biases [23].
These initial weights have no relation to the task at hand and are the starting point for learning.
During training, the network will adjust these weights to improve its performance on the given
dataset.

The training process consists of iteratively performing forward and backward passes through
the network. In the forward pass, the input data is fed through the network, and the network makes
predictions or classifications based on its current weights. These predictions are compared to the true
labels, and an error (or loss) is calculated to quantify the difference between the predicted and actual
values. The backward pass (also known as backpropagation[24]) involves calculating the gradients
of the loss with respect to the network’s parameters (weights and biases) and using these gradients
to update the parameters.

To update the network’s parameters in the right direction, an optimization algorithm is
employed. Gradient descent is a common optimization technique used in neural network training. It
adjusts the weights and biases in a way that minimizes the loss function. Other variations of gradient
descent, such as stochastic gradient descent (SGD) and Adam][25], are often used to accelerate and
improve the training process.

Training is an iterative process, and multiple passes through the entire dataset (one pass is called
an epoch) are typically required. During each epoch, the network updates its parameters based on
the gradients computed from the entire dataset or a subset of it (mini-batch) [26]. The number of
epochs and the learning rate (a hyperparameter[27]that controls the size of weight updates) are key
factors that influence the learning process. Training continues until the loss converges to a satisfactory
level or until a predetermined number of epochs is reached.

After training, the neural network is evaluated on separate validation and test datasets to assess
its generalization performance. The validation dataset helps in tuning hyperparameters and
preventing overfitting, while the test dataset provides an independent evaluation of the model’s
performance[28].

If the model’s performance is not satisfactory, adjustments may be made, such as changing the
architecture of the network, modifying hyperparameters, or collecting more data. This iterative
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process of training, evaluation, and fine-tuning continues until the desired level of performance is
achieved[29].

4. Neural Networks for Early Diagnosis of AD

Neural networks [30] can assist in the diagnosis of Alzheimer’s disease by analyzing various
types of data and detecting patterns associated with the disease [31]. Here’s how neural networks
contribute to Alzheimer’s disease diagnosis, As shown in Figure 6.

The contribution of neural networks
to Alzheimer’s disease

Figure 6. The contribution of neural networks to Alzheimer’s disease.

Neural networks can analyze medical imaging data, such as magnetic resonance imaging (MRI)
or positron emission tomography (PET) scans of the brain[32]. These models can learn to recognize
specific patterns, such as the presence of beta-amyloid plaques or brain atrophy, which are indicative
of Alzheimer’s disease[33]. By quantifying these patterns, neural networks help radiologists and
clinicians make more accurate and early diagnoses.

Neural networks can automatically extract relevant features from medical images, reducing the
need for manual image interpretation [34]. This feature extraction process can uncover subtle changes
in brain structure and function that might not be evident to the human eye [35,36].

Alzheimer’s diagnosis often relies on multiple sources of information, including imaging,
clinical assessments, and genetic data. Neural networks can integrate data from these different
modalities, providing a more comprehensive view of the patient’s condition. Multi-modal models
can improve diagnostic accuracy by considering a wider range of information [37].

Neural networks can develop predictive models that estimate the likelihood of a patient having
Alzheimer’s disease based on their medical history, cognitive test results, and other clinical
parameters [38]. These models use machine learning algorithms to weigh different factors and make
predictions, assisting clinicians in making informed diagnostic decisions.

In some cases, neural networks can be integrated into healthcare systems to automate the initial
screening of individuals for Alzheimer’s disease risk[39]. For example, automated cognitive
assessment tools based on neural networks can quickly evaluate memory and cognitive function,
identifying individuals who may benefit from further diagnostic evaluation.

5. Neural Networks for Drug Discovery of AD

Neural networks and machine learning techniques [40] play a crucial role in drug discovery for
Alzheimer’s disease by accelerating identifying potential drug candidates and optimizing their
properties [41]. Here’s how neural networks contribute to drug discovery for Alzheimer’s disease,
As shown in Figure 7.
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Figure 7. The contribution of neural networks to drug discovery in Alzheimer’s disease.

Neural networks can analyze biological data, such as genomics, proteomics, and transcriptomics
data, to identify potential molecular targets implicated in Alzheimer’s disease. By mining large
datasets, these models can uncover associations between genes, proteins, and disease pathways,
aiding researchers in selecting promising drug targets[42].

Neural networks assist in the virtual screening of chemical compounds from vast libraries. These
models predict the binding affinity of compounds to specific protein targets associated with
Alzheimer’s disease, such as beta-amyloid or tau proteins [43]. This accelerates the identification of
potential drug candidates, saving time and resources compared to traditional experimental
screening.

Neural networks are used to design and optimize drug candidates by predicting their
pharmacokinetic properties, toxicity, and bioavailability[44]. These models guide medicinal chemists
in modifying molecular structures to enhance drug efficacy while minimizing side effects.

Neural networks can predict the bioactivity of compounds against Alzheimer’s disease targets,
helping prioritize compounds that are most likely to have therapeutic effects [45]. These models take
into account structural features, chemical properties, and historical bioactivity data.

Generative neural networks, such as generative adversarial networks (GANs) and variational
autoencoders (VAEs), are used to generate novel chemical compounds with desired properties [46].
This approach aids in the exploration of new chemical space and the discovery of innovative drug
candidates for Alzheimer’s disease.

Drug-Drug Interaction Prediction: Neural networks can predict potential drug-drug interactions
and assess the safety of combining Alzheimer’s disease drugs with other medications that patients
may be taking. This is essential for minimizing adverse effects and ensuring patient safety [47].

6. Other Brain Diseases

There are numerous brain diseases and disorders that can affect the structure and function of
the brain, as shown in Figure 8, leading to a wide range of neurological and cognitive symptoms.
Some of these brain diseases include:

Parkinson’s Disease: Parkinson’s disease is a progressive neurodegenerative disorder
characterized by the loss of dopamine-producing neurons in the brain. It leads to motor symptoms
such as tremors, rigidity, bradykinesia (slowness of movement), and postural instability [48].

Multiple Sclerosis (MS): Multiple sclerosis is an autoimmune disease that affects the central
nervous system (CNS), leading to demyelination of nerve fibers. This results in a variety of
symptoms, including fatigue, muscle weakness, coordination problems, and sensory disturbances
[49].

Huntington’s Disease: Huntington’s disease is a genetic disorder that causes the progressive
breakdown of nerve cells in the brain. It leads to motor dysfunction, cognitive decline, and psychiatric
symptoms [50].

Amyotrophic Lateral Sclerosis (ALS): ALS, also known as Lou Gehrig’s disease, is a progressive
neurodegenerative disease that affects motor neurons in the brain and spinal cord. It leads to muscle
weakness, paralysis, and eventual respiratory failure [51].
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Epilepsy: Epilepsy is a neurological disorder characterized by recurrent seizures, which are
abnormal electrical discharges in the brain. Seizures can vary in severity and may involve loss of
consciousness and convulsions[52].

Parkinson’ s
Disease, Multiple
Sclerosis
(MS) , Huntington’s
Disease, Amyotrophi
c Lateral Sclerosis
(ALS) , Epilepsy

Other Brain Diseases

Figure 8. Other Brain Diseases.

7. Challenges of AD

Alzheimer’s is a progressive disease, and its course can vary widely among individuals.
Predicting how the disease will progress in a particular person is difficult, making it challenging to
plan for long-term care and support.

Currently, there is no cure for Alzheimer’s disease. Available medications may provide
temporary relief from symptoms, but they do not alter the course of the disease or address its
underlying causes. Developing effective disease-modifying treatments remains a significant
challenge.

Alzheimer’s places a substantial burden on caregivers, often family members, who provide care
and support to individuals with the disease. Caregivers face emotional, physical, and financial
challenges while managing the daily needs of their loved ones [53].

There is still a stigma associated with Alzheimer’s disease and other forms of dementia.
Misconceptions and lack of awareness can lead to social isolation and discrimination against
individuals living with the disease [54].

Alzheimer’s disease imposes significant healthcare costs on individuals and society. Costs
include medical expenses, long-term care, and lost productivity. As the global population ages, these
costs are expected to rise dramatically.

8. Discussion and Conclusion

In conclusion, the application of neural networks in the context of Alzheimer’s disease holds
significant promise for both diagnosis and drug discovery. Neural networks have demonstrated their
effectiveness in several critical areas related to Alzheimer’s disease:

Neural networks can analyze medical imaging data and clinical information to assist in the early
detection and accurate diagnosis of Alzheimer’s disease. This early detection is crucial for timely
intervention and improved patient outcomes.

These models can develop predictive models that estimate an individual’s risk of developing
Alzheimer’s disease [55], enabling personalized preventive strategies and interventions.

Neural networks play a vital role in accelerating drug discovery for Alzheimer’s disease by
screening chemical compounds, optimizing drug candidates, and predicting compound bioactivity.
These contributions expedite the development of potential treatments.

Despite these promising contributions, it’s essential to recognize that neural networks are not a
panacea for Alzheimer’s disease. They work in conjunction with healthcare professionals,
researchers, and other tools to enhance the diagnostic and therapeutic processes. Ethical
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considerations, data privacy, and clinical validation remain important aspects of their
implementation.

9. Future Research Directions

Furthermore, ongoing research and collaboration are necessary to advance further the field of
neural networks in Alzheimer’s disease. Addressing challenges related to data availability, model
interpretability, and the complexity of the disease itself are essential steps in harnessing the full
potential of these technologies.

Deep learning can aid in the recognition of Alzheimer’s disease by analyzing complex patterns
in medical imaging data, such as magnetic resonance imaging (MRI) and positron emission
tomography (PET) scans. Convolutional neural networks (CNNs) [56] can automatically extract
intricate features from brain images, identifying subtle structural changes and abnormalities
associated with Alzheimer’s. Additionally, recurrent neural networks (RNNs) and long short-term
memory networks (LSTMs) [57] can analyze temporal sequences [58] of cognitive assessments and
clinical data, detecting trends and anomalies indicative of cognitive decline. By leveraging large
datasets and deep learning architectures, these techniques offer the potential for earlier and more
accurate Alzheimer’s diagnosis, assisting clinicians in providing timely interventions and
personalized treatment plans.

Sensors [59] can play a crucial role in recognizing Alzheimer’s disease by monitoring various
physiological and behavioral markers. For instance, wearable sensors and smart devices can track
changes in gait, balance, and mobility, which are often affected in the early stages of Alzheimer’s.
Additionally, sensors can capture data related to sleep patterns, heart rate variability [60], and daily
activity levels, providing valuable insights into an individual’s cognitive health. Furthermore,
environmental sensors can detect anomalies in daily routines, such as forgetting to turn off appliances
or leaving doors open, signaling potential cognitive decline. Integrating data from these sensors and
employing machine learning algorithms to analyze patterns can assist in early detection, enabling
timely intervention and improved management of Alzheimer’s disease,As shown in Table 2.

Ultimately, the integration of neural networks and other advanced technologies into
Alzheimer’s disease research and clinical practice offers hope for improved diagnosis, treatment, and
care for individuals affected by this devastating condition. Continued innovation and
interdisciplinary collaboration will be key to addressing the global challenge of Alzheimer’s disease
effectively.

Table 2. Future Research Directions.

Future Research Directions

e  Analyze complex patterns in medical image data to aid in the identification

of Alzheimer’s disease.

e  Automatically extract complex features from brain images and identify

small structural changes and abnormalities associated with Alzheimer’s disease.
Convolutional e  Analyze temporal sequences of cognitive assessments and clinical data to

neural networks detect trends and abnormalities that reflect cognitive decline.

(CNNs) e  Offer the potential for earlier and more accurate Alzheimer’s disease
diagnosis, helping clinicians deliver timely interventions and personalized
treatment options.

e A variety of physiological and behavioral indicators can be monitored.
e  Capture data related to sleep patterns, heart rate variability, and daily

Deep learning

Sensors
activity levels to provide valuable insight into an individual’s cognitive health.

. Detect anomalies in routine transactions.
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