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Abstract: How people recognize linguistic and emotional prosody in different listening conditions is essential
for understanding the complex interplay between social context, cognition, and communication. The
perception of both lexical tones and emotional prosody depends on prosodic features including pitch, intensity,
duration, and voice quality. However, it is unclear which aspect of prosody is perceptually more salient and
resistant to noise. This study aimed to investigate the relative perceptual robustness of emotional prosody and
lexical tone recognition in quiet and in the presence of multi-talker babble noise. Forty young adults with
normal hearing listened to monosyllables either with or without background babble noise and completed two
identification tasks, one for emotion recognition and the other for lexical tone recognition. Compared with
emotional prosody, lexical tones were more perceptually salient in multi-talker babble noise. Native Mandarin
Chinese participants identified lexical tones more accurately and quickly than vocal emotions at the same
signal-to-noise ratio. Lexical tone perception is also more robust against babble speech noise degradation than
emotional prosody perception for native Mandarin Chinese listeners. Acoustic and cognitive dissimilarities
between linguistic prosody and emotional prosody may have led to the phenomenon, which calls for further
explorations into the underlying psychobiological and neurophysiological mechanisms.

Keywords: babble noise; lexical tone; emotional prosody; masking

1. Introduction

In human communication, prosodic features of the spoken language fulfill important linguistic
and socio-affective functions. Emotional prosody refers to the prosodic expression of the emotional
state of the speaker [1], whereas linguistic prosody relates to the use of prosody to specify linguistic
information [2]. While linguistic and emotional prosodies serve different communicative functions,
both are acoustically characterized by variations in fundamental frequency (also referred to as FO or
pitch), intensity, duration, and voice quality [3-5]. Recognizing linguistic tone and emotional prosody
is crucial for effective communication, as these cues provide information about the speaker's intent,
mood, and the emotional content of their message.

In tonal languages such as Mandarin Chinese, pitch variations play a crucial role in
distinguishing word meanings at the syllabic level, forming phonemic contrasts known as lexical
tones [6]. Despite their importance for conveying phonological and semantic contrasts, lexical tones
share some characteristics with prosody, such as their suprasegmental pitch variations and larynx-
based articulation [7], and are therefore considered an important constituent of linguistic prosody [8].
Mandarin Chinese comprises four lexical tones differentiated by their pitch contours: high and flat
(Tone 1), rising (Tone 2), falling and then rising (Tone 3), and falling (Tone 4). The perception of
Mandarin lexical tones largely relies on fundamental frequency (F0) [9,10], with FO contour and FO
height being the primary acoustic cues used to distinguish between the four tones [11-14]. Although
the co-varying intensity and duration parameters in Mandarin speech provide
supplementary/redundant perceptual cues [9,15], there is evidence that manipulating duration and
amplitude may have little effect on lexical tone perception e.g., [16].
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Listening conditions play a significant role in how people perceive and interpret linguistic as
well as emotional prosody. Everyday communication often takes place in noisy environments, such
as bustling streets, crowded cafes, busy offices, or even during social events. These conditions can
range from quiet environments with minimal background noise to noisy settings with various
auditory distractions. In noisy contexts, individuals may encounter difficulties in accurately
perceiving and distinguishing linguistic tone and emotional prosody due to reduced auditory clarity.
This can lead to misinterpretations, misunderstandings, increased effort and cognitive load, and
challenges in effective communication. The robustness of Mandarin lexical tone perception in adverse
listening conditions has been well documented [17-22]. In the comparable signal-to-noise ratio (SNR)
conditions for both steady-state and fluctuating maskers, Mandarin lexical tone recognition
performances were found to be better than English sentence recognition [23]. Wang and Xu [22]
further verified this phenomenon by observing that speech-shaped noise and multi-talker babble
with various numbers of talkers had less impact on Mandarin lexical tone perception than on
recognition of English vowel-consonant-vowel syllables, words, or sentences. The high robustness of
lexical tones relative to other linguistic segmental elements (especially those in non-tonal languages)
has been attributed to listeners” additional use of frequency-modulation information (referred to as
temporal fine structure by Qj, et al. [21]) in tone perception. This feature is reported to be particularly
resistant to background noise degradation [18,24-26].

Unlike lexical tones whose perception is highly related to the listener’s linguistic knowledge and
experience [27-29], emotional prosody conveys a broad range of emotional states, among which basic
emotions (typically including happiness, sadness, anger, fear, disgust, and surprise [30]) can be
recognized across cultures [31,32]. Basic emotional prosody displays a more universal feeling [33],
and vocal emotion communication is constrained largely by biological factors [34] and governed by
universal principles across languages and cultures [35,36]. However, these findings and views were
primarily based on non-tonal languages. Later cross-linguistic comparisons have shown that despite
the universality of emotional expressions, the specific mechanisms of utilizing acoustic cues for
encoding emotions in various languages are still different e.g., [37]. Like lexical tones, acoustic
parameters such as pitch, duration, and intensity have been found to be important for emotion
identification [33,38—41]. Many studies additionally pointed out the significance of voice quality
features in distinguishing emotions (e.g., anger and happiness [42,43]). In tonal languages, the
existence of a lexical tone system may restrict the use of pitch for paralinguistic purposes [44], thus
highlighting the importance of other acoustic cues, particularly voice quality, for conveying vocal
emotions [37].

Most investigations into how background noise affects emotion recognition have focused on
improving automatic emotion recognition using speech enhancement and artificial intelligence
algorithms e.g., [45,46]. However, recent studies have started to explore how background noise
influences emotion perception in human listeners e.g., [24,47-51]. For instance, Parada-Cabaleiro, et
al. [48] investigated the effects of three types of background noise (white, pink, and Brownian) on
emotional speech perception and found that all types of noise negatively impacted performance, with
pink noise having the most significant effect and Brownian the least. Scharenborg, et al. [47] examined
the influence of babble noise on verbal emotion perception in both native and foreign languages,
while Zhang and Ding [49] explored how background babble noise affected emotion identification in
unisensory and multisensory settings. The findings of these studies consistently demonstrate that
background noise, particularly babble noise, can have detrimental effects on emotion perception.

Two theoretical accounts exist with opposing claims on the relative salience or functional weight
of linguistic versus emotional prosody. According to the “functional load” hypothesis [52], lexical
tones in tone languages carry a high functional load with phonemic status equivalent to that of
vowels. Ross, et al. [53] extended this idea to examine emotional prosody in Mandarin Chinese, in
comparison with English, and found that the use of tone in a language limits the extent to which F0O
can be freely used to signal emotions. These findings suggest that linguistic prosody may be more
salient than emotional prosody in tonal languages where tone is used to distinguish between different
words. However, Xu [54] demonstrated that various aspects of prosody are encoded by different
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mechanisms that rely on F0 for different purposes, implying that tonal languages may not have a
limited capacity for intonation for linguistic or paralinguistic functions. In contrast, the social
signaling theory [34,55] posits that emotional prosody is crucial for nonverbal communication and
conveys information about the speaker's emotional state, personality, social identity, intentions, and
attitudes towards the listener. While both emotional prosody and linguistic prosody are important
for social signaling, emotional prosody may be more salient because it communicates critical social
and affective information.

While there is theoretical debate on the relative salience of linguistic and emotional prosody, few
studies have empirically investigated their relative perceptual resilience under adverse listening
conditions. Recent studies have shown that white noise has a greater impact on word recognition
than emotional prosody recognition in English [24]. However, whether these results generalize to
tonal languages such as Mandarin Chinese remains unclear. Moreover, previous studies have used
different testing paradigms for assessing word/sentence recognition versus emotional prosody
recognition (i.e., open-set tests for word/sentence recognition vs. forced-choice close-set tests for
emotional prosody recognition), rendering the identification of emotions much simpler [21,22]. In
addition, although white noise has been used in previous research, using multi-talker babble noise,
which is commonly encountered in everyday listening environments [56,57], may provide a more
ecologically valid measure of the impact of background noise on prosody perception. Researchers
have observed that Mandarin lexical tone recognition remains robust even in adverse listening
conditions, with performance plateauing at N = 8 in all SNR conditions when using multi-talker
babble noise [22].

Given that everyday communication frequently occurs in noisy environments, understanding
how people cope with these challenges and how they adapt their communication strategies is
essential. The present study aimed to investigate the relative perceptual resilience of Mandarin lexical
tones and emotional prosody in background multi-talker babble noise. We hypothesized that lexical
tones would be more perceptually salient than emotional prosody under adverse listening conditions
with masking babble noise. Understanding the relative salience of linguistic and emotional prosody
in different listening conditions is crucial for ensuring effective communication and providing
insights into improving communication strategies, enhancing educational experiences, and gaining
a deeper understanding of human cognitive and emotional processes.

2. Methods

2.1. Participants

Forty young adults (21 females and 19 males, mean age + SD: 22.19 + 2.76 years old) were
recruited to participate in the experiment through an online campus advertisement. All participants
spoke Mandarin Chinese as their native language and the dominant language in daily use. All had
normal hearing as verified by standard audiological screening for pure tones from 0.25-8 kHz (<20dB
HL) [58]. None reported a history of speech, language, hearing impairment, or any psychological or
neurological conditions. All participants completed written informed consent before the experiment
and were paid afterward for their participation.

2.2. Stimuli

Eight monosyllabic interjections, W8, Wi, B, ®f, i, 1%, %, and W (International Phonetic
Alphabet [xe1], [a], [a1], [ja], [xa], [e1], [xa1], and [0]), were chosen to carry emotional prosody and
lexical tones. We chose monosyllabic interjections out of two major considerations. One is that the
carriers of emotional prosody and lexical tones should be the same to enable legitimate comparisons
between them, and the other is about ecological validity. Interjections are important devices in
conversations to express mental or emotional states [59], and monosyllables in Mandarin Chinese can
be pronounced with one of the four lexical tones [60]. It is therefore ecologically valid to use
monosyllabic interjections as the carriers in this experiment. Each monosyllable was produced with
four emotions (happy, sad, angry, and calm) and four lexical tones (level tone, Tone 1; rising tone,
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Tone 2; dipping tone, Tone 3; and falling tone, Tone 4) in a soundproof booth by two amateur actors
(one female and one male) who were native speakers of Mandarin Chinese, resulting in 8
[interjections] x 8 [categories] x 2 [actors] = 128 [sound clips]. The sounds were recorded using a
Neumann U87 Ai condenser studio microphone (Georg Neumann, Berlin, Germany) and a Fireface
UEX soundboard (RME Fireface; RME Inc.) and were digitized at a sampling rate of 44,100 Hz with
a 16-bit amplitude resolution, and normalized peak value (90%) using Adobe Audition CC (Adobe
Systems, California). Thirty native Mandarin Chinese who did not take part in the current study were
invited to validate the stimuli with the identification accuracy for each category being at least 90%.

The pitch, intensity, and duration measures of the prosodic stimuli are shown in Table 1. Pitch
and intensity measurements were conducted on the vowel portion of the stimuli. The onset and offset
of a pitch or intensity contour were determined by the beginning and cessation of periodicity of the
waveform. For Tone 4 productions, since a substantial number of irregular cycles, indicating
creakiness, was observed at the offset, the endpoint in such productions was determined by the last
identifiable cycle. The contour was divided into 100 intervals of equal duration. FO values in Hz and
intensity values in dB were then obtained at the 101 time points and missing points in the middle
caused by creakiness were interpolated using ProsodyPro [61] in Praat 6.0.37 [62]. The FO and
intensity values were manually checked for accuracy.

Table 1. Mean values (SD) of the acoustic measures for the prosodic stimuli: mean FO (Hz), duration
(msec), and mean intensity (dB).

Measure Emotional prosody Lexical tone

Mean F0 (Hz) 195.6 (76.1) 151.9 (46.3)

Duration (msec) 525.2 (185.6) 570.0 (84.6)
Mean intensity (dB) 77.7 (2.4) 78.0 (2.6)

The productions of lexical tone and emotional prosody stimuli were normalized using the T-
value logarithmic transform to account for interspeaker variability in FO range,

T = [(lgX —lgL)/(lgH — lgL)] x5, 1)

where X represents the observed F0, and H and L are the maximum F0 and minimum F0, respectively,
of the speaker [63]. Figure 1 displays the normalized pitch contours of the emotional prosody and
lexical tone stimuli, averaged across all speakers and tokens. The pitch contours of the lexical tone
stimuli adhere to the canonical contour of the four lexical tones in Mandarin Chinese [64] and the
pitch contours of the emotional prosody stimuli closely resemble those reported by Li [65].

The stimuli were presented in two listening conditions (i.e., quiet and noise). For the noise
condition, we used an eight-talker babble created by Chen, et al. [66] as the background noise. It was
created by mixing eight emotionally neutral sentences produced by eight native Mandarin Chinese
speakers. The babble noise was normalized peak value (90%) using Adobe Audition CC (Adobe
Systems, California) and added to the target stimuli with the signal-to-noise ratio (SNR) being -13
dB, which was confirmed through the pilot testing to avoid ceiling performance yet partially mask
the target sounds. The presentation of the babble noise began about 500 ms prior to the beginning of
the target sound and ended about 500 ms following the target offset.
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Figure 1. The pitch contours of the emotional prosody and the lexical tone stimuli. All prosodic
contours were normalized to have the same duration, and the FO values were log-transformed.

2.3. Procedure

The experiment was conducted in a sound-attenuating room with the participant seated at
around 60 cm from an LCD monitor. We used Experiment Builder (Version 2.3.38; SR Research) for
stimulus presentation. The sounds were presented binaurally using high-fidelity circumaural
headphones (Sennheiser HD 280 Pro) at a comfortable level (70 dB SPL). There were two tasks,
emotion recognition and tone recognition. In each task, the participants listened to a total of 128
stimuli (8 [interjections] x 4 [categories] x 2 [actors] x 2 [conditions]) that were presented in two blocks.
Both the tasks and the blocks were counterbalanced across participants. Each block included 64 trials
presented in a pseudorandom order. Participants were asked to respond as quickly and accurately
as possible by pressing one of the four response keys that were mapped to the four emotional
categories or the four lexical tones. Correspondences between the emotion/tone and the key were
counterbalanced across participants but were held constant throughout the experiment for each
participant. We carefully checked the participants’ understanding of the general procedures as well
as the correspondence between the keys and the categories before starting the experiment. Each block
started with a practice phase consisting of four trials. Participants needed to reach 100% accuracy in
the practice before entering the test phase. Breaks were inserted between blocks to avoid fatigue.

2.4. Statistical Analyses

To compare the masking effects of babble noise on emotional prosody and lexical tones, we
applied a series of generalized linear mixed-effects models in R (Version 4.1.3) with the Ime4 package
[67]. Accuracy and reaction time were entered as dependent variables respectively. For the analysis
of accuracy, binomial response data were used and a binomial distribution with a logit link function
was employed. For the analysis of reaction time, a gamma distribution with a log-link function was
implemented [68]. Before analyzing reaction time data, we preprocessed them by excluding incorrect
responses and responses over 2 SDs from the mean [69,70]. Within-subject variables, task (emotion
and tone) and listening condition (quiet and noise) were entered as categorical fixed factors. Speakers
and items were included as a random intercept term to account for the subject- and item-level
variability. Tukey’s post hoc tests in the emmeans package [71] were implemented for pairwise
comparison when there was a significant main effect or interaction effect. P-values were obtained by
likelihood ratio tests of the full model with the effect in question against the model without the effect
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in question. The full models with intercepts, coefficients, and error terms are respectively represented
in formulas (1) and (2) in Supplemental Material S1.

3. Results

Supplemental Tables S1 and S2 summarize the detailed results of the generalized linear mixed-
effects models for identification accuracy and reaction time.

3.1. Accuracy

Figure 2a illustrates the mean proportion correct in the quiet and noise listening conditions for
the two tasks. Generalized linear mixed-effects analyses revealed significant main effects of task, x*(2)
=199.46, p < .001, Cohen’s w = 2.23, and condition, x*(2) = 1752.9, p <.001, w = 6.62, and a significant
interaction between task and condition, (1) = 27.75, p < .001, w = 0.83. In the emotion recognition
task, listeners achieved 35.9% + 2.1% lower accuracy in the noise condition compared with the quiet
condition (B3 =2.03, SE=.08, z=26.45, p <.001, d = 2.39). In the lexical tone recognition task, adding
the same background babble noise led to a 29.9% =+ 2.3% reduction in the identification accuracy (B3
=274, SE = 12, z=23.42, p < .001, d = 3.23). Lexical tone stimuli elicited 7.0% * 0.9% more accurate
responses than emotional prosody stimuli in the quiet condition (; =-1.26, SE = .13, z=-9.97, p <
.001, d = -1.48), with the tone versus emotion gap further increased to 12.9% + 1.4% in the noise
condition (33 =-0.54, SE=.06, z=-9.16, p <.001, d = -.64).
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Figure 2. Mean (a) accuracy and (b) reaction time in the emotion and lexical tone recognition tasks.
Mean accuracy and reaction time are displayed in the violin plots with data distribution shapes
indicated by the density plots, mean values represented by the black dots, and 95% confidence
intervals shown by the error bars.

3.2. Reaction time

For the reaction time data, we excluded incorrect responses (7.23% for the quiet condition and
39.90% for the noise condition) and responses over 2 SDs from the mean (5.16% for the quiet condition
and 3.09% for the noise condition). Figure 2b illustrates the mean reaction time in the two listening
conditions for the two tasks. Generalized linear mixed-effects analyses showed significant main
effects of task, x%(2) =20.16, p <.001, w = 0.71, and condition, x*(2) = 408.73, p < .001, w = 3.20, and a
significant interaction between task and condition, x%(1) = 5.17, p = .02, w = 0.36. In the emotion
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recognition task, response time was increased by 279.8 + 21.8 ms in the noise condition compared
with the quiet condition (33 =-.20, SE = .013, z = -15.44, p < .001, d = -.27). Within the lexical tone
recognition task, there was also a significant increase by 215.3 + 18.6 ms in the noise condition relative
to the quiet condition (B; =-.16, SE=.012, z=-13.35, p <.001, d =-.22). Participants responded at 86.8
+21.0 ms faster to the lexical tone stimuli than to the emotional prosody stimuli in the noise condition

(B3 =.06, SE=.014, z=4.20, p < .001, d = .08), despite no significant difference between the two tasks
in the quiet condition (p = .374).

4. Discussion

The current study investigated the relative perceptual resilience of Mandarin lexical tones and
emotional prosody in background multi-talker babble noise. In line with our prediction, the accuracy
and reaction time data showed a perceptual advantage of Mandarin lexical tones over emotional
prosody. Specifically, native Mandarin Chinese speakers achieved higher identification accuracy and
responded faster to the lexical tone stimuli, with these differences further amplified in the presence
of masking babble noise. These findings align well with previous studies that have highlighted the
robustness of Mandarin lexical tones to background noise e.g., [22]. Our results support the
“functional load” account, which emphasizes the prominence of lexical tones over emotional prosody
in tonal languages like Mandarin Chinese. We propose that the observed perceptual advantage of
lexical tones can be attributed to both acoustic and cognitive differences between lexical tones and
emotional prosody, as well as the specific characteristics of the masking babble noise used in this
study.

Multi-talker babble noise produces two kinds of masking effects, that is, energetic masking (EM)
and informational masking (IM). EM derives from the reduced audibility of the target because of the
overlap in time and frequency between the signal and the masker, which is believed to influence
processing from the level of the cochlea. IM arises from the similarity between the target and the
masker despite the clear audibility of both and involves competition for resources in the central
auditory system [72,73]. The mechanisms behind EM and IM can be explained through a framework
based on auditory object formation and auditory object selection [74]. Object formation involves
segregating the target source from maskers and object selection concerns selectively listening to the
target while ignoring competing maskers. In our study, the eight-talker babble noise brought
considerable difficulty in object formation with its high noise level but little in object selection due to
its unintelligibility [75]. Hence, it brought about significant obstacles to extracting the acoustic
features of the target stimuli but little lexical interference or competition for neural resources [76].

The acoustic characteristics of emotional prosody in Mandarin Chinese may have rendered its
object formation more difficult in the presence of background noise. While the perception of
Mandarin lexical tones depends majorly on pitch, the acoustic correlates of Mandarin emotional
speech involve less contribution from pitch but more a crucial role of voice quality [77]. Since
fundamental frequency is found to be more resistant to noise degradation than phonation-related
cues [78,79], the extraction of acoustic cues for emotional prosody presumably would become harder
than that for lexical tones in adverse listening conditions. Moreover, the acoustic realization of vocal
emotions in Mandarin is characterized by its multidimensionality [37]. Due to the restricted
paralinguistic use of pitch to accommodate the lexical tone system, other acoustic dimensions,
including duration, intensity, and voice quality, are strengthened in compensation [37,80]. This may
well increase the listeners’ difficulty in integrating the necessary acoustic cues for emotion
identification in the context of high-level background noise. Thus, the disadvantages in both
extracting and integrating acoustic cues for emotional prosody together contributed to its less
successful object formation in background noise. Admittedly, sources of difficulty could come from
object selection — the other challenge of cocktail party listening. In our study, eight-talker babble noise
introduced little linguistic interference because of its unintelligibility and thus might not have created
a big obstacle for lexical tone perception. Rather, the speech elements in the masker could be
competing for auditory attention, which would affect lexical tone recognition.
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Another consideration is the psycho-cognitive differences between the two types of prosody.
For each trial, listeners need to make cognitive evaluations of the target prosody [81] in attaching a
label to the perceived prosodic expression. The cognitive evaluation process for emotional prosody
might be less automatic than that for lexical tones because of the additional conceptual processing in
the categorization of emotional expressions [82]. Numerous studies have documented a quite early
acquisition and establishment of lexical tone categories [83,84] but not so for emotion perception.
Emotional expressions are perceived in terms of valence in early development and become associated
with discrete emotion categories over time as children learn emotion words [85]. It has been shown
that the emotional specialization for vocal prosody occurs even later in adolescence [86]. Challenging
listening environments may hinder the conceptual labelling for emotional prosody recognition and
thus become especially disadvantageous to emotion perception.

Additionally, lexical tone recognition involves a strong top-down process [87-89] where prior
language experience and linguistic knowledge promote the recognition of a pitch contour as a certain
tone category [90]. As shown in Figure 1, the pitch contours of the lexical tone stimuli in this study
exhibit a high degree of conformity to the canonical pitch contours of Mandarin Chinese lexical tones.
The smaller reduction in the identification performances for lexical tones (as a type of linguistic
prosody) thus aligns with the consensus view that top-down linguistic knowledge works well in
compensating for the reduced informativeness of the bottom-up signals [91,92].

Both lower-level sensory and higher-level cognitive distinctions may be at work to influence the
disparity of noise influences on the two types of prosody. That is, it might be more difficult to extract
and integrate the acoustic cues of emotional prosody in babble noise due to its strong employment of
noise-susceptible phonation-related parameters and its acoustic multidimensionality. It is also
possible that the cognitive evaluation of emotional prosody before judgment involved additional
conceptual processing that might be impeded in adverse conditions, whereas lexical tone recognition
in noise may benefit from top-down facilitation driven by language experience, which can
compensate for the signal loss from noise masking.

Our results are also consistent with the neurolinguistic view that prosody is processed in a
hierarchical manner, that is, from sensory processing via auditory integration toward evaluative
judgments [4,81,93]. This hierarchical 3-stage model of prosody perception may also be applicable in
adverse listening environments. It remains unclear how emotional prosody and lexical tones
resemble and differ from each other in terms of their neural underpinnings and mechanisms. In this
regard, it is important to examine neural activations to determine at which stages of speech prosody
perception involve more acoustic processing and at which stages the processing of functional classes
(affective vs. linguistic) of speech prosody emerge. Do the two aspects happen discretely, or do they
interact throughout the perception of prosodic information? Do emotional prosody and lexical tone
perception in degraded conditions reflect the same functional hemispheric specialization as that in
ideal listening environments? Answers to these questions may emerge when we disentangle the
psychobiological and neurophysiological overlapping and non-overlapping between lexical tone
processing and emotional prosody processing in both quiet and noise conditions.

There are limitations in this study. First, based on pilot testing, we chose only one specific SNR
level for the noise condition to answer our hypothesis. It remains to be explored how variations in
noise-induced degradation would affect the relative robustness of emotional prosody and lexical
tones in background babble noise. Second, we chose only one type of noise (eight-talker babble) and
did not incorporate other types of noise. Differences in the maskers may differentially impact lexical
tone recognition and emotional prosody recognition. Third, communication involves more than just
spoken words. Rather, it is a complex interplay of various sensory and modal cues that work together
to convey meaning, emotions, and intentions. Our experimental protocol does not take into
consideration the multimodal and multisensory nature of communication, which is essential for
effective interpersonal interactions [5,94,95]. Speech communication is a holistic experience that
involves integrating auditory, visual, tactile, and contextual cues to comprehend both the literal
content and the emotional nuances of the message. This concept is particularly relevant in cross-
cultural communication, where different cultures may rely on different modal cues to convey
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meaning and emotions, especially in adverse listening conditions. Moreover, this understanding has
implications in fields like psychology, linguistics, and human-computer interaction, where
researchers seek to create more realistic and natural communication models and technologies.

Our study provides an initial step for the comparison between the perception of emotional
prosody and lexical tones in adverse listening conditions. Several lines can be pursued in the future.
The first is to determine the role of language experience and linguistic knowledge in perceiving
prosodic information in noise. Native tonal-language speakers may perform better in identifying
linguistic prosody due to their tonal category knowledge. Different cultures may place varying
degrees of emphasis on linguistic tone and emotional prosody [96-98]. Studying how these cues are
interpreted across cultures and contexts can enhance intercultural communication and reduce
misunderstandings. It would be enlightening to examine and compare the perception of emotional
prosody and lexical tones in noise by non-tonal language speakers or Chinese-as-a-second-language
learners in comparison with native speakers of Chinese. The second is to assess the relative masking
effects of IM and EM on the two types of prosody by manipulating their proportion in background
babble noise, which may be subject to influences of aging and aging-related hearing loss and
cognitive decline [99-101]. The contribution of IM can be adjusted by varying the number of talkers
in the babble noise or using speech samples from a non-tonal language unknown to the listeners to
create babble noise. Speech-shaped noise can also be added for comparison purposes. The impact of
noise on emotional prosody and lexical tones can depend on the type of noise and specific acoustic
features of the speech signal. Babble or speech-shaped noise, for example, may have a greater effect
on emotional prosody because they can disrupt the rhythm and timing of speech. Similarly, certain
speech features such as pitch range or duration may be more critical for emotional prosody than for
lexical tones, and therefore more susceptible to interference from noise. Furthermore, different SNR
levels could be used to vary the degree of EM, which is typically greater at lower SNR levels [102].
Thirdly, it is important to consider how emotional prosody and lexical tones may interfere with each
other [53,103,104]. Emotional prosody can make it harder to discern the subtle pitch differences that
distinguish different lexical tones, while exaggerated or artificially manipulated lexical tones can alter
the perception of emotional prosody. The extent of interference can depend on the specific task and
context and may be symmetric or asymmetric. Individual differences in language proficiency,
cognitive processing strategies, and attentional control can also affect the degree of interference.
Additionally, the role of vowels/syllables may also need to be taken into consideration in this
interaction. Finally, utilizing neurophysiological and neuroimaging techniques such as ERP and fMRI
to record neural activity during the processing of emotional prosody and lexical tones in noise would
help capture acoustic, psychobiological, and neurofunctional similarities and differences between
various categories of prosodic information [7,105-109]. This approach can provide valuable insights
into how the brain processes and distinguishes between different types of prosody, which have
implications for individuals with perception/production difficulties with speech prosody [110-114].

5. Conclusion

Given that everyday communication frequently occurs in noisy environments, understanding
how people cope with these challenges and how they adapt their communication strategies is
essential. This study investigated the perception of Mandarin lexical tones and emotional prosody in
quiet and in background multi-talker babble noise. Compared with emotional prosody, Mandarin
lexical tones were more robust, less susceptible to background noise, and were more perceptually
salient in noise. The stronger resilience of lexical tones in babble noise is in line with the distinctions
between the two types of prosody at the three stages of the hierarchical model for prosody perception,
which provides the impetus for further exploring the neural substrates of emotional prosody
perception and lexical tone perception as well as their temporal and regional overlapping. By
investigating the relative salience of linguistic and emotional prosody, researchers can provide
insights into improving communication strategies in various populations who have difficulties with
prosody processing, enhancing educational experiences, and gaining a deeper understanding of
human cognitive and emotional processes.
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