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Abstract: In complex systems constrained by multiple factors, it is of great significance to accurately identify 

the key influencing factors for mastering the evolution and development law of the system and obtaining 

scientific decision-making suggestions or schemes. At present, the method based on experimental simulation 

is limited by the difficulty of system model construction; the method based on decision trial and Evaluation 

laboratory (DEMATEL) involves a wide range of subjects and is greatly influenced by subjective factors. In 

view of this, we propose a novel model based on heuristic causal inference. The model uses the FCI algorithm 

with prior knowledge to learn the global causal network among multiple factors of the complex system. The 

causal effect among variables in the causal network is calculated by using heuristic causal inference method. 

Specifically, the causal path contribution degree of cause variable to target variable is calculated to replace the 

causal effect of each cause variable to target variable. The key influencing factors in the system are screened 

out according to the contribution degree of causal pathways. Based on the dataset generated in the production 

process of a semiconductor manufacturing system, we carried out simulation experiments, identified several 

factors that have a key impact on product quality, and proved the feasibility and effectiveness of the proposed 

model. 

Keywords: complex system; key influencing factors; causal network; heuristic causal inference; 

causal pathway contribution degree 

 

1. Introduction 

There are various complex systems in the fields of natural science and social science, such as 

atmospheric systems, computer networks, human societies and so on [1–4]. In these complex systems, 

there are numerous system factors, which are interrelated and work together on the operating state 

or output result of the system. But there is no doubt that among all these factors, there are often few 

that play a dominant role, which we call the key influencing factors of the complex system [5,6]. In 

complex systems constrained by multiple factors, it is of great significance to identify the key 

influencing factors for mastering the evolution and development law of the system and obtaining 

scientific decision-making suggestions or schemes [7]. 

In fact, in order to identify the key influencing factors in a complex system, we need a deep 

knowledge and understanding of the system itself. On the one hand, it requires long-term 

observation of the system; on the other hand, it requires the use of advanced technologies and 

methods to conduct scientific analysis of the system. As a kind of science, causal inference already 

affects important aspects of everyday life, and has the potential to expand its reach even further, 

covering the exploration and solution of major problems, from the development of new drugs to 

economic policymaking, from education and machine technology to gun control and even global 

warming [8–10]. It can also be used to model and explore the complex system problems [11]. 

In this paper, in order to identify the key influencing factors in complex systems, we propose a 

model based on heuristic causal inference, which consists of three main modules: causal network 

learning, heuristic causal effect calculation, and key influencing factors identification. Causal 

network learning enables us to re-understand the concerned system from the perspective of causation, 
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contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting 
from any ideas, methods, instructions, or products referred to in the content.

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 21 August 2023                   doi:10.20944/preprints202308.1375.v1

©  2023 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202308.1375.v1
http://creativecommons.org/licenses/by/4.0/


 2 

 

heuristic causal effect calculation enables us to analyze the interaction between system variables 

quantitatively, and key influencing factors identification enables us to grasp the core joints of the 

system accurately. Based on the observation dataset, we confirm the validity of the proposed method. 

The novel contributions of our work are summarized as follows: 

(1) Proposing the idea of using causal inference to identify the key influencing factors of some 

complex systems. We examine complex systems from another perspective of causality, which is 

different from the traditional simulation or qualitative analysis methods. 

(2) Proposing a causal network learning method combining prior knowledge. Observation 

datasets of complex systems often belong to high dimensional and heterogeneous dataset, and it is 

difficult for traditional methods to learn causal network from these datasets directly. Combined with 

prior knowledge, we got the causal network wanted and reduced the computational complexity 

effectively. 

(3) Proposing a heuristic causal effect calculation method to identify the key influencing factors 

of some complex systems. Inspired by the relevant ideas of network science, we defined the concepts 

of causal path length and causal path contribution degree, and proposed a heuristic causal effect 

calculation method. Depending on the size of the causal effect, the key influencing factors in the 

complex system can be identified effectively. 

The rest of this paper is organized as follows: the second section briefly introduces the relevant 

work, the third section introduces the overall structure of the proposed model and the detailed 

technical method, the fourth section describes the process and results of the experiment, the fifth 

section analyzes the experimental results, and the sixth section summarizes the content of the paper 

and looks forward to the next steps. 

2. Related Work 

Researchers are always interested in exploring kinds of complex systems. There are two main 

methods to identify the key influencing factors of complex systems: experimental simulation method 

and Decision Trial and Evaluation Laboratory method (DEMATEL) [12–14]. Among them, the 

experimental simulation method is mainly used in natural science, which is based on positivism. 

DEMATEL is mainly used in social science. It uses the methods of investigation, qualitative analysis 

and quantitative calculation to identify the key influencing factors of systemic problems in social 

activities. 

2.1. Experimental Simulation Method 

In the field of natural science, experimental simulation method constructs a system simulation 

model around the target problem, and statistically analyze the influence degree of multiple factors 

on the system by means of variable control, etc. On this basis, key influencing factors of the system 

can be identified. In 2021, Rong et al. [15] established the mathematical model of key components of 

the cross-delivery system of launch vehicle. On this basis, the system simulation model was 

constructed by using professional software tools, and the key influencing factors of the cross-delivery 

system were identified through modeling and simulation. In 2020, Zhang et al. [16] studied the static 

characteristics of double-cable suspension bridges based on the finite element analysis model, found 

out the key design parameters by calculating the effects of various parameters on the mechanical 

performance of the bridge, and put forward some specific suggestions for the design of such bridges. 

In 2013，Chen et al. [17] analyzed the influence of four factors in the space electronic equipment on 

the spectrum distribution of sound signals through single factor experiment, and identified the key 

influencing factors by orthogonal test method, which provided guidance for further identification of 

excess residues in the system. In 2021，Sun et al. [18] established a relevant chemical potential 

gradient model for MAP crystal growth, identified four key influencing factors, and quantitatively 

analyzed their effects on the growth rate of MAP crystal, providing basis and guidance for scientific 

regulation of MAP crystallization process in industrial practice. 
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2.2. Factual Decision Trial and Evaluation Laboratory Method (DEMATEL) 

In the field of social science, in the 1970s, American scholars Fontela and Gabus [19–21] created 

Factual Decision Trial and Evaluation Laboratory Method (DEMATEL), which based on graph theory 

and matrix theory, conducted a comprehensive analysis of the internal correlation between multiple 

influencing factors of complex systems. It is widely used in systems engineering, management 

science and many other fields. In practical application, the method is deeply integrated with other 

methods, and has been continuously improved and expanded [22–28]. 

In 2021, aiming at the identification of key influencing factors affecting the user experience of 

mobile reading APPs, Zhang et al. [22] established a fuzzy DEMATEL model by introducing 

triangular fuzzy numbers and extending the single value of the comparison matrix to the fuzzy 

interval, and provided a suitable judgment space for decision makers. It effectively solved the defects 

of the traditional DEMATEL method that the subjective deviation of expert judgment is large, and it 

is difficult to be directly expressed by accurate numbers. In 2022, Li et al. [23] constructed an 

evaluation index system in view of the institutional obstacles faced by China’s integration innovation, 

used AHP-DEMATEL method to conduct an empirical analysis of this problem, identified key 

institutional obstacles such as confidentiality system and intellectual property system, and provided 

countermeasures and suggestions for decision-makers to carry out reform and innovation. In 2022, 

aiming at the problem of risk identification and control in enterprise product development, Chui et 

al. [24] combined network analysis with DEMATEL, established ANP-DEMATEL model, studied the 

causal relationship between various risk factors and their relative importance, and identified six key 

influencing factors in the process of product development. In view of the important theoretical 

significance and application value of DEMATEL method in the study of complex systems, Sun et al. 

[19,21] conducted a comprehensive study on DEMATEL method from multiple perspectives, such as 

basic theory, operation logic and cross-integration with other methods, systematically reviewed the 

research status and development trends of the method. It provides reference and guidance for the 

subsequent theoretical research and practical application. 

In general, the above two methods have their own characteristics, but also have their own 

limitations and shortcomings. The method based on experimental simulation has the characteristics 

of positivism, but it needs to establish a system simulation model, which is often difficult to achieve 

for complex giant systems. DEMATEL method pays attention to the analysis of the correlation 

between various influencing factors of complex systems and tries to grasp the operation law of the 

system as a whole. However, its evaluation scale and determination of the self-dependence 

relationship between factors are greatly affected by subjective factors, and this method generally 

requires extensive research, which takes a long time and is more difficult.  

With the construction and improvement of big data environment in all walks of life, the 

evolution law of various complex systems is expected to be revealed through data science. At the 

same time, in recent years, the relevant methods of causal science have aroused great interest of 

scholars. Combining causal method with observational data to reveal the nature of things has become 

a hot topic at present. In view of this, a heuristic causal inference method was proposed to solve the 

problem of difficult identification of key influencing factors in complex systems. Experiment on 

semiconductor manufacturing datasets was carried out to verify the effectiveness of the method. 

Compared with the experimental simulation and DEMATEL method, the method proposed in this 

paper is more adaptable and feasible with the support of observation data. 

3. Proposed Method 

According to the basic assumption of DEMATEL’s method, suppose a system has n  

influencing factors, denoted as { }1 2, , , nS s s s=  , there is a mutual influence relationship between 

these factors, and this relationship can be expressed in the form of a matrix. The initial direct influence 

matrix is constructed as, [ ]ij
n n

G g
×

=  where ( , 1, 2, , )ijg i j n=    is the degree of direct influence of the 

factor is  on, js  and. 0iig =  
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In practical studies, it is common to focus on how one factor in the system is affected by other 

factors. Let t  be the target variable that the researcher is interested in, { }1 2, , , ( )mX x x x m n= <  is 

other system factors related to the target variable, and the influence degree of X  on the target 

variable is recorded as, ( )
1

l
m

D d
×

=   ( 1, 2, , )ld l m=   is the direct influence degree of the factor lx  

on the target variable. 

In descending order according to the value of, ld  the higher the ranking, the greater the 

influence of the corresponding system factors on the target variables. According to this idea, several 

key influencing factors of the complex system can be determined. 

3.1. Technical Framework 

The essence of identification of the key influencing factors is to clarify the complex and nonlinear 

relationship among the factors in the complex system. With the support of an observation dataset, 

we adopt the methods of causal discovery and heuristic causal inference to solve the above problem. 

The overall technical framework of the research is shown in Figure 1. 

 

Figure 1. Technical Framework for Research. 

In the above model, the key steps involved are causal network learning and heuristic causal 

inference. Among them, causal network learning is carried out in the way of first global and then 

local. In the global network learning stage, the FCI algorithm [29,30] is used to acquire the initial 

network, and the supplementary orientation of the initial network is combined with prior knowledge. 

In the stage of local network learning, the adjacent local causal network of target variables is defined 

in combination with the Markov blanket [31]. Heuristic causal inference mainly calculates the causal 

path contribution degree of each cause variable (direct cause and indirect cause) in the local causal 

network to the target variable, to replace the causal effect of the cause variable on the target variable. 

According to the above ideas, the correlation between various factors in the system can be revealed 
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quantitatively, and several key influencing factors with greater causal influence on the target 

variables can be determined to provide basis and guidance for system regulation. 

3.2. Causal Network Learning 

In data science, the evolution and development of a system can be revealed through data 

analysis. In this section, we take the observed data as input, and use the FCI algorithm combined 

with prior knowledge to learn the global causal network behind the data. On this basis, the method 

of network search is used to obtain the local causal network around the selected target variable. The 

aim is to provide a trusted network structure for heuristic causal inference in the next section. 

3.2.1. Global Causal Network Learning 

Let { }1 2, , , , mV t x x x=   be a 1m +  dimensional set of variables in a given system, S  where, t  

is the selected target variable and { }1 2, , , mx x x  is the cause variables associated with. t  Let 

{ }1 2, , , pQ q q q=   be the p  group observation datasets of,V  and now it is necessary to discover 

the causal relationship between variables in { }1 2, , , , mt x x x  based on the observation datasets. We 

use the FCI algorithm to learn the initial causal network among variables, combined with prior 

knowledge to supplement the orientation. Finally, we get the global causal network. The basic steps 

are as follows: 

Step 1: Use algorithm 4.1 in [32] to learn the causal skeleton (𝒞 ) between variables of the 

researched system, meanwhile, obtain the separate set (𝒮) and the unmasked triplet (𝔐). 

Step 2: Use algorithm 4.2 in [32] to conduct orientation of V-structure in 𝒞 and update it. 

Step 3: Use algorithm 4.3 in [32] to obtain the final causal skeleton, update it and update the 

separate set (𝒮). 

Step 4: Use algorithm 4.2 in [32] to conduct orientation of the V-structure in 𝒞 and update it 

again. 

Step 5: Apply rules (R1) ~ (R10) in [33] to conduct causal orientation of skeleton (𝒞) as much as 

possible, and then update it. 

Step 6: Use prior knowledge to conduct supplementary orientation for 𝒞 and obtain the global 

causal network 𝒢. 

In the above causal discovery process, the hypothesis to be satisfied include: 

Causal Sufficiency Hypothesis: The variable set V  is causally sufficient when the direct cause 

variables of any two variables of V  are also included in itself. 

Causal Markov Hypothesis: For a set of variables that satisfy the causal sufficiency hypothesis, 

the set of variables satisfies the causal Markov hypothesis if every variable is mutually independent 

of its non-descendant nodes, in the condition of given its causal parent nodes. 

Causal Loyalty Hypothesis: If variables 𝑥௜  and 𝑥௝  are independent or conditionally 

independent under the premise of a given variable set,V  then in the causal network 𝒞 composed 

of variables and their causal dependency relationships, all pathways between  𝑥௜  and 𝑥௝  are d-

separated by the appropriate variable in.V Then the joint distribution 𝑃 of all random variables in 

V  is said to be causal loyalty to the network 𝒞. 

3.2.2. Local Causal Network Construction 

In order to identify the factors that have key impact on the target, it is natural to search the local 

causal network of the target. The Markov blanket is the most typical one. For the convenience of 

description, the following definition is given first: 

Definition 1: Causal Operation Criterion - For causal variables A and B, it is supposed that the 

experimenter can manipulate variable A by setting its value to,𝑎௘  denoted as.𝑑𝑜(𝐴=𝑎௘) If the 

experimenter observes that𝑃൫𝐵|𝑑𝑜ሺ𝐴 = 𝑎௘ሻ൯ ≠ 𝑃 ቀ𝐵|𝑑𝑜൫𝐴 = 𝑎௙൯ቁ for some 𝑒 and 𝑓 (within the time 

window)𝑑𝑡, it indicates that 𝐴 is the cause of 𝐵 (within)𝑑𝑡. 
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Definition 2: Direct and Indirect Cause - If 𝐴 is the cause of 𝐵 according to definition 1, then 𝐴 is an indirect cause of 𝐵 with respect to a set,𝐶 if and only if some assignment of 𝐴 to 𝐶 − {𝐴,𝐵} 

(by operation) is not a cause of,𝐵 otherwise 𝐴 is a direct cause of.𝐵 

According to the above definitions, for the target variable,𝑡some variables in the global causal 

network are its direct causes and others are its indirect causes. Combined with Markov blanket, the 

adjacent local causal network of the target variable 𝑡 can be constructed as follows: 

Step 1: Choose the target variable 𝑡 and obtain its Markov blanket.𝒥 

Step 2: Determine the order 𝑘(𝑘 ≥ 2) of the adjacent local causal network. 

Step 3: Starting from the target variable,𝑡 search its direct and indirect causes within 𝑘 steps. 

Among them, the pathway length between the target and its direct cause is defined as 1, and so on. 

Step 4: Take the target variable 𝑡 and its direct and indirect causes found in Step 3 as nodes, 

along with the edges between them, to build the local causal network. 

3.3. Heuristic Causal Inference 

With the global and local causal networks obtained in the above section as inputs, a heuristic 

causal inference method is designed to quantitatively calculate the causal path contribution degree 

of cause variables to the target variable. 

In general, once a global causal network among variables is learned, the causal effects between 

variables can be calculated using various graph search algorithms combined with quantitative causal 

inference methods. However, the above calculation process is often very complex and is not feasible 

for large, dense causal networks. In view of this, a heuristic strategy for approximate causal inference 

is proposed. 

The basic idea of our method comes from perceptual understanding of the physical structure of 

a causal network. In general, it can be inferred that the more causal pathways through a cause to the 

target, the greater the causal effect of the cause on the target. Under the same conditions, it can be 

also inferred that the shorter the causal path length of a cause variable from the target variable, the 

greater the causal effect of the cause on the target. Based on the basic understanding of the above two 

aspects, the framework of heuristic causal inference model is shown as Figure 2. 

The k-order Adjacent Local Causal Network 

of the Target Variable

The Global Causal Network 

Definition: Average Causal 
Pathway's Length

Definition: Global And 
Local Causal Pathway

The Global Causal Pathway Search for the 

Cause Variable to the Target Variable

The Causal Pathway's Length of the Cause 

Variable to the Target Variable

The Number of Causal Pathways for the 
Cause Variable to the Target Variable

The Average Causal Pathway's Length of 

the Cause Variable to the Target Variable

The Local Causal Pathway Search for the 

Cause Variable to the Target Variable

      Causal Pathway Contribution Degree Calculation Model：
1

i
i

i

a
E

d

β

α
=

+
 

Figure 2. Framework of Heuristic Causal Inference Model. 

For the convenience of expression, give the following definitions: 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 21 August 2023                   doi:10.20944/preprints202308.1375.v1

https://doi.org/10.20944/preprints202308.1375.v1


 7 

 

Definition 3: Global Causal Pathway -- In the global causal network, a variable 𝑥௜(𝑖 = 1,2,⋯ ,𝑚) is the direct or indirect cause of the target variable,𝑡and the causal pathway (⋯ →𝑥௜ → ⋯ → 𝑡) that points to the target variable 𝑡 through 𝑥௜ is defined as the global causal pathway 

from 𝑥௜ to,𝑡 as shown in Figure 3a. 

Definition 4: Local Causal Pathway -- In the global causal network, a variable 𝑥௜(𝑖 = 1,2,⋯ ,𝑚) 

is the direct or indirect cause of the target variable,𝑡and the causal pathway (𝑥௜ → ⋯ → 𝑡) that points 

to the target variable 𝑡 from 𝑥௜ is defined as the local causal pathway from 𝑥௜ to,𝑡 as shown in 

Figure 3b. 

  
(a) (b) 

Figure 3. Global and Local Pathways: from 𝑥ଷ to 𝑡; (a) Global Pathways (b) Local Pathways from 𝑥ଷ to. 𝑡. 
According to definitions 3 and 4, if 𝑥௜  is an end node in a global causal network (𝑥௜has no 

parent), then the global causal pathway of 𝑥௜ is the same as its local causal pathway. 

In Figure 3a, there are 9 global causal pathways from 𝑥ଷ to,𝑡 including: 𝑥ଵ → 𝑥ଷ → 𝑥ହ → 𝑡，𝑥ଵ → 𝑥ଷ → 𝑥଺ → 𝑡，𝑥ଵ → 𝑥ଷ → 𝑥଺ → 𝑥଻ → 𝑡，𝑥ଶ → 𝑥ଷ → 𝑥ହ → 𝑡，𝑥ଶ → 𝑥ଷ → 𝑥଺ → 𝑡，𝑥ଶ → 𝑥ଷ → 𝑥଺ →𝑥଻ → 𝑡，𝑥ଷ → 𝑥ହ → 𝑡，𝑥ଷ → 𝑥଺ → 𝑡  and.𝑥ଷ → 𝑥଺ → 𝑥଻ → 𝑡  In Figure 3b, there are 3 local causal 

pathways from 𝑥ଷ to,𝑡 including: 𝑥ଷ → 𝑥ହ → 𝑡，𝑥ଷ → 𝑥଺ → 𝑡 and.𝑥ଷ → 𝑥଺ → 𝑥଻ → 𝑡 Thus, the global 

causal pathway of 𝑥ଷ contains its local causal pathway. 

Definition 5: Local Causal Pathway’s Length - For a local causal pathway from 𝑥௜ to,𝑡 define 

the total number of direct and indirect causes of 𝑡 on this pathway as its local causal pathway’s 

length. 

In Figure 3b, the three local causal pathways from 𝑥ଷ to 𝑡 have their lengths of 2, 2, and 3, 

respectively. 

Based on definitions 4 and 5, the average causal path length can be defined as follows: 

Definition 6: Average Local Causal Pathway’s Length -- Suppose there are 𝑦  local causal 

pathways from 𝑥௜ to,𝑡 and for the w th (𝑤 = 1,2,⋯ ,𝑦)of them, its local causal pathway’s length 

is,𝑑௜௪ then the average local causal pathway’s length from 𝑥௜ to 𝑡 is: 𝑑௜ =
∑ 𝑑௜௪௬௪ୀଵ𝑦  (1) 

In Figure 3, the average local causal pathway’s length from 𝑥௜ to 𝑡 is: (2+2+3)/3=7/3. 

Based on definitions 4 to 6, the causal pathway contribution degree of the cause variable to the 

target variable can be defined as follows: 

Definition 7: Causal Pathway Contribution Degree -- In the global causal network,𝒢 assume 

that there are 𝑎௜ global causal pathways between the cause variable 𝑥௜ and the target variable 𝑡; 
Let the average local causal pathway’s length from 𝑥௜  to 𝑡  be 𝑑௜ ; Then, the causal pathway 

contribution degree of 𝑥௜ to 𝑡 is defined as: 𝐸௜ = 𝑓(𝑎௜ ,𝑑௜) (2) 

Where 𝑓(∙) is a monotonically increasing function of 𝑎௜ and a monotonically decreasing function 

of,𝑑௜ and 𝑓(∙)≥0. 

Without loss of generality, let: 
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1

i
i

i

a
E

d

β

α
=

+
 (3) 

Where, α and β are adjustment factors greater than zero. 

According to the above definitions, the causal effect of the cause variable 𝑥௜  on the target 

variable 𝑡 can be approximately calculated: the greater the value of,𝐸௜ the greater the causal effect 

of 𝑥௜ on,𝑡and vice versa. 

3.4. Key Influencing Factors Identification 

If a certain target variable 𝑡 is selected in a complex system, there are several factors that have 

a large or small influence on it, and this influence can be measured by causal effect value. Let the set 

of cause variables of the target variable 𝑡 be, { }1 2, , , mX x x x=   and these cause variables are the 

influencing factors of.𝑡In addition, let the causal effects of 𝑥௜(𝑖 = 1,2,⋯ ,𝑚) on 𝑡 be, ( )1, 2, ,i i mC = 

then the greater the value of, iC  the greater the causal effect of 𝑥௜  on.𝑡 Usually, researchers pay 

more attention to the first several system factors that have a greater impact on the target variable. 

Here, these factors are defined as the key influencing factors of the target variable.𝑡 
In order to identify the key influencing factors of the target,𝑡 it is necessary to calculate the 

causal effect of the cause variable 𝑥௜ on.𝑡According to the basic ideas in Section 3.3, the causal effect 

can be approximately replaced by the causal pathway contribution degree proposed, that’s to say: 

iiC E≈  (4) 

Considering that the longer the causal pathway is, the smaller the causal effect of the end cause 

variable on the target variable tends to be. Therefore, in the above calculation, the cause variable can 

be limited to the k-order adjacent local causal network of the target variable.𝑡 
Sort cause variables 𝑥௜(𝑖 = 1,2,⋯ , 𝑞; 𝑞 ≤ 𝑚) of 𝑡  in’s𝑡k-order adjacent local causal network 

according to their causal effects on the target variable,𝑡the rearranged cause variables’ sequence is:  𝑥ଵ́, 𝑥ଶ́,⋯ , 𝑥௤́  

Assuming that for a certain system, only the first ( )r r q≤  factors that have a decisive influence 

on the target variable,𝑡 the key influencing factors identified based on the proposed method are as 

follows: 𝑥ଵ́, 𝑥ଶ́,⋯ , 𝑥௥́  

Among them, 𝑥ଵ́ has the greatest influence on the target variable,𝑡 𝑥ଶ́ has the second influence 

on the target variable,𝑡and so on. 

4. Experiments and Results 

A semiconductor production system is taken as an example for simulation experiment. Modern 

semiconductor production often performs quality control by monitoring signals collected from all 

kinds of sensors. In a specific monitoring environment, the monitoring signal reflects the operation 

of each node of the production line, and determines the final product quality. If each type of signal is 

treated as a feature, there is a tight interrelationship between these features. Using the heuristic causal 

inference method proposed by us, the causal relationship between characteristic variables is funded, 

and the key factors leading to the fluctuation of product output, which is chosen as the target variable 

and is labeled as Pass/Fail, are identified finally. 

4.1. Experimental Data Introduction and Procession 

The experimental dataset SECOM [34] (Semiconductor Manufacturing) is derived from the UC 

Irvine machine learning repository [21]. SECOM consists of production line monitoring data and 

semiconductor quality data, containing 1,567 observations, each of which is a vector of 590 sensor 

measurements, plus a Pass/Fail label of the product. 
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It should be noted that there are some missing values in the dataset, and only 104 of the 1567 

observations recorded that the product failed the quality test, while the vast majority of products 

passed the quality test, with a ratio of about 1:14. To this end, the experimental data was preprocessed, 

and the main work included: (1) Establish the index of the dataset; (2) Delete columns with more than 

50% of their data missing; (3) Interpolate missing values in the data set. In general, each sample’s 

missing values are imputed using the mean value from n-neighbors nearest neighbors found in the 

dataset; (4) Normalize the dataset; (5) Eliminate features that have a variation below a specified 

threshold; (6)Use down sampling technology for data balancing. 

After processing, a new experimental data set was formed, including 449 variables, and the 

sample size was 416 (the ratio of Pass and Fail was 3:1). 

4.2. Global Causal Network Learning 

The experiment was carried out according to the steps described in Sections 3.2.1. In the process, 

the significance level of FCI is set to 0.05 and other parameters are set to default. We obtain the global 

causal network around the target variable as shown in Figure 4, including 347 nodes and 493 edges. 

Where, the central node “target” is the selected target variable, which refers to the product test results. 

The five surrounding nodes (55, 106, 118, 277, 372) form the Markov boundary of the target variable. 

 

Figure 4. Global Causal Network around the Target Variable. 

The global causal network is analyzed according to the way of complex network, and its network 

characteristics are shown in Table 1. 

Table 1. Network Characteristics of the Global Causal Network. 

Nodes 347 

Edges 493 

Average neighborhood nodes 2.841 

Network diameter 9 

Characteristic path length 2.846 
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Network density 0.004 

4.3. Local Causal Network Construction 

According to the steps in Section 3.2.2, a third-order adjacent local causal network of the target 

variable is constructed, as shown in Figure 5. 

In this third-order adjacent local causal network, there are 32 direct and indirect cause nodes of 

the target variable. There are 5 direct cause nodes whose shortest causal pathway length with the 

target variable is 1 (Markov boundary of the target variable). There are 13 indirect cause nodes whose 

shortest causal pathway length with the target variable is 2. There are 14 indirect cause nodes whose 

shortest causal pathway length with the target variable is 3.  

 

Figure 5. Third-order Adjacent Local Causal Network of the Target Variable. 

4.4. Heuristic Causal Effect Calculation 

According to the steps in Section 3.3, the number of causal pathways, average causal pathway 

length and causal pathway contribution degree of each direct and indirect cause of the target variable 

in the local causal network were calculated, and the results are shown in Table 2. 

Table 2. Numerical Results of Heuristic Causal Inference in Local Causal Network (𝛼,𝛽 = 1). 

Node 
Number of local 

causal pathways 

Number of global 

causal pathways 

Average causal 

pathway length 

Causal pathway 

Contribution degree 

2 1 1 2 0.33 

4 2 10 4 2 

6 2 12 3 3 

22 2 2 2.5 0.57 

27 6 18 5.33 2.84 

31 4 4 6.5 0.53 

34 2 4 3 1 

51 4 20 3.75 4.21 

53 2 16 4 3.2 
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55 5 5 4.2 0.96 

69 2 12 2.5 3.42 

72 2 10 3 2.5 

76 2 2 4 0.4 

88 2 40 4 8 

90 3 21 4 4.2 

92 3 6 4 1.2 

93 1 10 3 2.5 

95 2 84 3 21 

105 1 2 2 0.67 

106 1 3 1 1.5 

111 2 2 4 0.4 

114 2 14 3 3.5 

118 2 126 2 34 

124 1 1 3 0.25 

128 2 2 3.5 0.44 

184 1 19 2 6.33 

186 2 4 2.5 1.14 

215 1 65 2 21.67 

277 1 26 1 13 

279 1 3 2 1 

281 1 2 3 0.5 

372 1 73 1 36.5 

4.5. Final Results 

The causal path contribution degree in Table 2 is normalized, and the top 15 influencing factors 

that have a greater impact on the target variable are screened out and sorted according to the ideas 

in Section 3.4. The results are shown in Figure 6. In the figure, node No. 372 is ranked first, and its 

normalized causal pathway contribution degree is 19.97%. The second node is No. 118, whose 

normalized causal pathway contribution degree is 18.60%. By analogy, the 15th ranked node is No. 

72, whose normalized causal pathway contribution degree is 1.37%. 
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Figure 6. Top Fifteen Key Influencing Factors of the Target Variable. 

In addition, if only the number of causal pathways pointing to the target variable through a 

certain cause (direct cause and indirect cause) node is considered, the selected key influencing factors 

of the target variable are shown in Figure 7. At this time, the first node is No. 118, and there are 126 

global causal pathways through this node to the target variable. The second node is No. 95, and there 

are 84 global causal pathways to target variables through this node. By analogy, the fifteenth is node 

4, and there are 10 global causal pathways through this node to the target variable. 

 

Figure 7. Key Influencing Factors of the Target Variable(the Number of Causal Pathways Considered 

Only). 

4.6. Further Validation 

So far, we have screened out several key influencing factors. In order to verify the correctness of 

the proposed method, we refer to the evaluation metrics in feature selection and feature extraction 

[35,36] to test the experimental results. 

Since our dataset is highly imbalanced, we must not use accuracy as our evaluation metric. 

Instead, we use F1 Score and Matthews Correlation Coefficient (MCC), which are both suitable 

measure of models tested with imbalance datasets [37]. The F1 score is a comprehensive evaluation 

index, which integrates two evaluation parameters, accuracy rate and recall rate, to evaluate the 

overall performance of the classifier [38]. The MCC is in essence a correlation coefficient value 

between -1 and +1. A coefficient of +1 represents a perfect prediction, 0 an average random prediction 

and -1 an inverse prediction [39]. 

For the preprocessed experimental data set, we set 1/4 of them as the test group and the rest as 

the training group. A common logistic regression classifier was adopted as the classifier used in the 

experiment. When we took all 448 feature variables as input of the classifier, we got F1 and MCC 

values of 0.4216 and 0.0612, respectively. When we took the selected 15 key influencing factors as the 

input of the classifier, the values of F1 and MCC were 0.6431 and 0.2209 respectively. On this basis, 

we sorted key influencing factors according to their importance, deleted the first to 15th key 

influencing factors respectively, and took the remaining key influencing factors as the input of the 

classifier to obtain the corresponding F1 and MCC evaluation index values respectively. The 

experimental results are shown in Figure 8. 

In Figure 8, N=1 indicates that the first key influencing factor is deleted, and the remaining 14 

key influencing factors are used as characteristic variables. In this case, the obtained F1 value and 

MCC value are 0.548 (corresponding to the left ordinate) and 0.096 (corresponding to the right 

126

84

73

65

40

26

21

20

19

18

16

14

12

12

10

0 20 40 60 80 100 120 140

1（118）

2（95）

3（372）

4（215）

5（88）

6（277）

7（90）

8（51）

9（184）

10（27）

11（53）

12（114）

13（6）

14（69）

15（4）

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 21 August 2023                   doi:10.20944/preprints202308.1375.v1

https://doi.org/10.20944/preprints202308.1375.v1


 13 

 

ordinate) respectively. N=2 means that the second key influencing factor is deleted, and the other 

remaining 14 key influencing factors are used as characteristic variables, and so on. 

 

Figure 8. Prediction Performance of the Classifier with Different Key Influencing Factors Deleted. 

5. Discussion 

It can be seen from Figure 6 that, among the 15 key influencing factors, three of them are the 

direct causes of the target variable, and 10 of them are included in the second-order local causal 

network of the target variable. Among them, the three direct causes of the target variable have a great 

impact on the causal pathway pointing to the target variable in the global causal network, and the 

normalized causal pathway contribution degree is 19.97%, 18.60% and 7.11%, respectively, which 

also indicates that the direct cause node on the Markov blanket has a decisive impact on its 

corresponding target variable. 

In combination with Figures 5 and 6, it can also be concluded that some indirect causes also have 

higher causal pathway contribution degrees to the target variable, and a few indirect causes have 

greater causal pathway contribution degree to the target variable than other direct causes. For 

example, the two indirect causes numbered 215 and 95 have a higher causal pathway contribution 

degree to the target variable than the three direct causes numbered 55, 106 and 277. Among them, the 

normalized causal pathway contribution degree of node 215 is 11.86%, and the normalized causal 

pathway contribution degree of node 95 is 11.49%. 

By comparing Figures 6 and 7, it can be seen that when only the number of causal pathways is 

considered, the key influencing factors of the target variable are basically consistent with those when 

the number of causal pathways and the length of causal pathways are considered simultaneously. In 

both results, only one factor changed: Node No. 72, which ranked 15th in Figure 6, was changed to 

node No. 4, which ranked 15th in Figure 7. However, the ranking of key influencing factors in the 

two results has changed significantly: only the ranking of node 51 in the 8th ranking and node 6 in 

the 13th ranking remain unchanged. Considering that the influence of the cause variable on the target 

variable will gradually decrease with the length growth of the causal pathway, it is more scientific to 

calculate the contribution degree of the causal pathway by comprehensively considering the number 

of causal pathways and the length of causal pathways. 

It can be seen from the experimental results in Section 4.6 that when all characteristic variables 

are taken as inputs to the classifier, the classifier’s prediction performance is relatively poor, and 

F1=0.4216, MCC=0.0612。When we use the selected 15 key influencing factors as characteristic 

variables, the prediction performance of the classifier was greatly improved, and F1=0.6431, 

MCC=0.2209. This also confirms the theoretical basis of feature selection: for a given sample size, 
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there is a maximum number of features above which the performance of our classifier will degrade 

rather than improve in most cases, the additional information that is lost by discarding some features 

is (more than) compensated by a more accurate mapping in the lower-dimensional space. As can be 

seen from Figure 8, when we successively delete the key influencing factors ranked 1-15 and take the 

remaining 14 key influencing factors as the feature variables, the prediction performance of the 

classifier is gradually improved—the values of F1 and MCC both gradually increase. This also shows 

from another aspect that there are indeed differences in the specific impacts of the selected key 

influencing factors on the system. The higher the ranking of key influencing factors, the greater the 

corresponding impact on the system. 

In general, simulation experiments based on SECOM dataset obtained causal networks among 

variables that drive the dataset generation. Based on the heuristic causal inference method proposed 

in this paper, several factors that have a key impact on product quality were identified. The 

achievement has certain guiding significance for understanding the monitoring data in 

semiconductor production. In an ideal situation, the overall operation of the production line can be 

determined by analyzing the monitoring data corresponding to the direct cause of the target variable. 

When the monitoring data of some direct causes cannot be obtained, the analysis of the monitoring 

data corresponding to the key indirect causes can also be meaningful. For the craftsmen on the 

production line, the targeted operation and maintenance guarantee according to the key influencing 

factors can reduce the unit production cost and improve the overall efficiency of the system. 

6. Conclusions 

In view of the natural advantages of causal inference in revealing the essential law of things, a 

heuristic causal inference method for identifying the key influencing factors of complex systems is 

proposed. On the basis of acquiring the causal network among variables by using observational data, 

the direct cause and indirect cause of the target variable are defined, and the global causal pathway, 

local causal pathway and average causal pathway length from cause variable to the target variable 

are defined. By referring to the analysis method of complex network, the causal pathway contribution 

degree is proposed to replace the causal effect of the cause variable on the target variable. Based on 

this, the heuristic causal inference is carried out, which can quickly realize the identification of the 

key influencing factors of the system from the perspective of causality.  

Simulation experiments are carried out on SECOM dataset, and a causal network consisting of 

347 nodes and 493 edges is obtained. Taking product quality test results as the target variable, the 

key influencing factors are identified. Based on the modeling analysis process and the experimental 

results of our research, the following conclusions can be drawn:  

(1) It is feasible to analyze complex systems through causal science, and the causal network that 

drives the generation of system monitoring dataset can be obtained by combining the traditional 

causal discovery method with domain prior knowledge;  

(2) The heuristic causal inference method proposed in this paper can solve the problem that it is 

difficult to identify key influencing factors in complex systems. The core index of heuristic causal 

inference - causal path contribution degree can scientifically reflect the causal impact of cause 

variables on the target variable, and can be quantitatively calculated with low computational 

complexity. 

In the next step, we can further explore the deep integration of the theories and methods related 

to complex networks and causal inference, and combine the advantages of both to promote a deeper 

understanding of some other complex systems. 
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