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Abstract: Identifying students who might have difficulty in their course of studies ahead of time is crucial.
There can be many reasons for performance issues, such as personality, family, social, and/or economic. We
advocate that educational systems should use machine learning to predict students” performance based on
performance factors. This would allow educational professionals and institutions to put in place a preventive
plan to help students towards achievements of their educational goals and success. In this chapter, we propose
a student performance prediction method and evaluate its performance. We provide a taxonomy of
performance factors that help to gauge students performance from different perspectives and give insights on
the categories and features that have more significant impact on students’ performance. The results of this work
can be used by education institutions to put in place a student-centric approach to tackle performance issues
before they create long-term effects on student’s life. In addition, it will help education policymakers to
introduce a tailored approach for the population in specific areas.

Keywords: artificial intelligence; classification models; educational data mining; educational
machine learning; feature selection; student performance prediction; taxonomy

1. Introduction

We live in a society where lifelong learning is part of life. Children start learning from the day
they are born and the environment they grow up in supports their mental, emotional, and social
development. This development lays the foundations for future success in life, including academic
success. Achievements in formal education often pave the way to social and economic success in life
(Alan B. Krueger & Mikael Lindahl, 2001) Therefore in many countries, education has always been at
the center of governments’ attention (Eric Hanushek, 2016; United Nations, 2020).

Information Systems used in education accumulate massive amounts of data about students,
their demographics, educational background, and progress through their studies. Educational data
analytics can be a valuable tool to support educators in the early identification of students with
demographic factors putting them at risk. It has been established that early intervention can improve
developmental and study outcomes (Ramey & Ramey, 1992).

Previous research studied a diverse range of factors that could predict success or impede it. One
set of factors is classified as socio-economic status which is pre-determined by parents’ education and
occupation as well as family (or household) income level (Avvisati, 2020). Families where parents
obtained high education degrees usually provide an environment fostering the need and desire to
study and to strive for higher levels of achievement (Chevalier & Lanot, 2002).

The rise of online learning during the COVID-19 pandemic, its continuity post-pandemic, the
explosion of eLearning resources, and the use of ChatGPT (OpenAl, 2022) led to the creation of state
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databases and the establishment of large repositories. In addition, new types of learning
environments have been emerging at unprecedented pace, such as ubiquitous mobile learning,
virtual reality, games, and metaverse, in a world that becomes smarter, thanks to the advancement
in technologies to support various domains including education (Ismail & Zhang, 2018). A huge
amount of data about students and their learning is being produced in different formats, making it
very challenging to analyze manually to get insights about the factors which impact students’
performance and take the necessary actions. Artificial Intelligence machine learning technology has
been used to predict the benefits of an educational environment, and the academic performance of
students to develop a prevention plan for failures (Ismail et al., 2021). Predicting students’
performance also enables educational policymakers and school administration to put in place a plan
to improve the educational system and propose strategies to help weak learners, and prevent
academic failure, based on factors affecting students learning outcomes, such as demographic,
psychological, environmental, and socio-economic.

Research work on machine learning evaluates the accuracy of students’ performance
classification models using heterogeneous datasets and evaluation metrics. In addition, those works
do not provide an analysis of the features that impact students’ performance and the rationale behind
the models” performance. In this chapter, we evaluate and compare the performance of two mostly
used classification models in the literature, Support Vector Machine (SVM), and Random Forest (RF).
This is in a unified environmental setup using the same dataset (Cortez & Silva, 2008). We evaluate
the performance of the models in terms of accuracy and F-measure. The machine learning models,
generated, after being trained on the dataset, are evaluated using Fl-measure and accuracy. F1-
measure is the harmonic mean of precision and recall. Accuracy refers to the degree to which the
result of a prediction conforms to the correct value.

The key research contributions are as follows:

e  We propose a taxonomy of students” performance factors based on their common characteristics
and analyze which categories are more significant than others in predicting school students’
performance.

e  We design, develop, and implement a machine-learning-based framework for the prediction of
students’ failures/successes.

e  Weevaluate the performance of the two most used machine learning algorithms in the literature
in terms of accuracy and F-measure in a unified environmental setup, using a real-world student
dataset with and without feature selection.

The rest of the chapter is organized as follows. In section 2, we present a taxonomy of factoring
impacting students’ successes for failures. Section 3 discusses the related work. The classification
models used in this study are explained in section 4 in the context of students’ performance
prediction. The machine learning models under study are explained in section 5. The experimental
setup, experiments, and the analysis of the results in terms of accuracy, F-measure are described in
section 6. The chapter is concluded in section 7 along with recommendations and future research
directions.

2. Taxonomy of Students Performance Factors

This section presents a taxonomy of students” performance factors (Figure 1). We classify them
into 6 categories 1) demographic, 2) socio-economic, 3) school environment, 4) student education-
centric, 5) student social-centric, and 6) student health-centric. This classification aims to analyze
which categories of the students’ performance factors significantly contribute to the prediction of
students’ failures or successes.
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Figure 1. Taxonomy of student success factors.

The majority of past studies discuss gender and age as important factors affecting students’
success. In terms of gender, many studies point out that female students often perform better than
their male counterparts (Bugler et al., 2015; Sheard, 2009). The reason is that girls often inspire to
achieve better results in their school studies to lay the foundations of success for their future since
historically it has been more challenging for females to get ahead in life (Spencer et al., 2018).
However, some studies also point out that family circumstances and ethnic culture have an impact
on female students interfering with their success, especially in developing world countries or within
poorer groups of the population (Chavous & Cogburn, 2007; Ramanaik et al., 2018). Studies that
examined age association with pathways to the university observed a negative correlation between
mature-age students and intentions to continue to university (Shulruf et al., 2008). The study suggests
that if mature-age students experienced challenges in their secondary education, they are likely to
continue experiencing challenges in the follow-up studies. Other research pointed out the family
demands on mature-age students, thus interfering with the success of their studies (Lincoln & Tindle,
2000). However, there are other studies demonstrating that mature-age students are more likely to
succeed in the first year of university studies than school leavers (McKenzie & Gow, 2004).

Socioeconomic factors often pre-determine students’ success in their studies. These factors
include parents” education and occupation (Daleure et al., 2014), family income (Farooq et al., 2011),
family structure, and neighborhood as influencing parameters. Parents are important influencers on
their children. Parents from middle-class financial backgrounds want their children to achieve more
and motivate them as role models, with financial support as well as learning resources (Irwin & Elley,
2013). In some cases, parents from lower classes attempt to provide a roadmap to success for their
children. They work hard, and they immigrate or send their children to countries with better
opportunities so their children can study and have a better life than their parents. But they also apply
motivational strategies to keep their children inspired (Gutman & McLoyd, 2000). However, there is
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a negative correlation between parents’ social status and the achievements of their children due to
the inability to provide access to learning resources and therefore hindering their children’s prospects
(Eamon, 2005).

Family structure refers to incomplete (single-parent) vs complete families and fragile vs non-
fragile families (i.e., families with a high risk of homelessness and families with both parents)
(O'Malley et al., 2015). Complete and non-fragile families are considered to provide a stable
nourishing environment for children’s development (McLanahan & Garfinkel, 2000). Disadvantaged
neighborhoods (e.g., with high unemployment rates and lack of positive role models because a father
figure is missing) are more likely to outweigh the family and school influence and would create a
contradictive environment where attitudes and behavioral patterns encouraged by schools are not
supported in children’s surroundings and therefore the children would not consider success in
traditional understanding and behaviors leading to it as necessary or useful (Ainsworth, 2002).

Schools can be considered significant contributors to children’s development and significantly
impact their students’ future. A school environment can create a pathway into higher education. It
has been demonstrated that type of school (public vs private where fees are high) may affect student’s
performance and therefore their path into the higher education sector. Private schools are expensive
but they often have better-trained teachers and better school facilities and study equipment, therefore
providing a nourishing learning environment (Bragg et al., 2002). Public schools were created to be
available for every child regardless of socio-economic background and to provide equal
opportunities. In reality, public schools are often understaffed, and underfunded and seek
contributions from parents and private sources (Thompson et al., 2019). This lack of funding could
result in deteriorating facilities and out-of-date equipment, leading to teachers’ and students’
dissatisfaction (Moore, 2012), which in turn affects students’ grades. A similar impact is played by
the school location (which could be evaluated by the prestigiousness of a suburb and house prices in
the area as well as by comparing metropolitan schools vs regional and socio-economic factors). In the
USA, students’ success is determined by the state and the socio-economic characteristics of the
community they live in and where the school is located (Hochschild, 2003; Shulruf et al., 2008).

3. Related Work

Several works discuss the use of machine learning to predict students’ performance. Table 1
presents a comparison. Work in the literature evaluated the performance of machine learning
classification models for students” performance. Table 1 shows the work on SVM, and RF, the most
used models in the literature. However, they are trained and developed using different datasets
containing different features, and evaluated with the means of different performance metrics making
an objective comparison difficult. None of these studies compare these models using a public dataset with
a large number of observations. Using a private dataset does not enable the research community to reproduce
the results. Moreover, these works evaluate the models in terms of accuracy only. We argue that for an
imbalanced dataset, it is important to use F-measure as accuracy alone can be misleading.

In this chapter, we compare the models under study in terms of both accuracy and F-measure
on a public large dataset. In addition, this study generates insights into the features impacting
students’ performance and provides a taxonomy.

Table 1. Evaluation of past works on SVM, and RF models.

Insights on Features Performance

Work #features#observations Accuracy Impact on Students Features

feastre Performance Taxonomy
(Mehboob et al., 2017) 28 450 v x X X
(Tekin, 2014) 49 127 x x X X
(Almutairi et al., 2019) 16 480 v v X X
(Daud et al., 2017) 23 776 x v House expense X
(Rivas et al., 2020) 39 32593 v 4 X X
(Ajibade et al., 2019) 16 500 v v X X
(Costa et al., 2017) 19 262 x v X X
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Insights on Features Performance

Work #features#observations Accuracy Impact on Students Features
fneastre Performance Taxonomy
15 161
(Kostopoulos et al.,

2017) 16 344 v x X X
(Kiu, 2018) 33 395 x v X X
(Migueis et al., 2018) 19 2459 v x X X
(Rimadana et al., 2019) 11 125 4 x X X
(Lopez et al., 2012) 11 114 v x X X
This study 33 1044 v v v v

4. Students Performance Features Exploration

The dataset under study consists of data collected during the 2005-2006 school year from two
public schools, in the Alentejo region of Portugal. The students and families answered some
questionnaires, and data were completed with the school reports.

Table 2. List of features of the dataset.

Attribute Description (Domain)

sex student’s sex (binary: female or male)

age student’s age (numeric: from 15 to 22)

school student’s school (binary: Gabriel Pereira or Mousinho da Silveira)
address student’s home address type (binary: urban or rural)

Pstatus parent’s cohabitation status (binary: living together or apart)
Medu mother’s education (numeric: from0to4a)

Mjob mother’s job (nominalb

Fedu father’s education (numeric: from0to4a)

Fjob father’s job (nominal b )

guardian student’s guardian (nominal: mother, father or other)

famsize family size (binary: <3 or > 3)

famrel quality of family relationships (numeric: from 1 — very bad to 5 — excellent)

reason to choose this school (nominal: close to home, school reputation, course

reason preference or other)

) home to school travel time (numeric: 1 — <15 min., 2 — 15 to 30 min., 3 — 30 min. to 1
traveltime

hour or 4 —>1 hour).

. weekly study time (numeric: 1 - <2 hours, 2 -2 to 5 hours, 3 -5 to 10 hours or 4 —>

studytime
10 hours)

failures number of past class failures (numeric: nif 1 <n <3, else 4)
schoolsup  extra educational school support (binary: yes or no)
Famsup family educational support (binary: yes or no)
activities extra-curricular activities (binary: yes or no)
paidclass extra paid classes (binary: yes or no)
internet Internet access at home (binary: yes or no)
nursery attended nursery school (binary: yes or no)
Higher wants to take higher education (binary: yes or no)
romantic with a romantic relationship (binary: yes or no)
freetime free time after school (numeric: from 1 — very low to 5 — very high)
Gout going out with friends (numeric: from 1 — very low to 5 — very high)
Walc weekend alcohol consumption (numeric: from 1 — very low to 5 — very high)
Dalc workday alcohol consumption (numeric: from 1 — very low to 5 — very high)

Health current health status (numeric: from 1 — very bad to 5 — very good)
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6
absences number of school absences (numeric: from 0 to 93)
Gl first period grade (numeric: from 0 to 20)
G2 second period grade (numeric: from 0 to 20)
G3 final grade (numeric: from 0 to 20)

Table 2 presents the list of features in the dataset. There is a total of 33 features which encompass
the six categories of our taxonomy (Figure 1). In this study, our main goal is to predict the outcome
corresponding to G3 (grade at the end of the school year). To determine the features which are
impactful on the classification decision, we identify the correlation between the different features and
classification outcome as shown in Fig 2. The figure shows that that the target class G3 is highly
correlated with previous grades during the year. Figure 2 show an important negative correlation
between G3 and the number of previous failures during the student school history, indicating that in
general repeating a class will not improve the student’s level in future year level. Other negative
correlations with academic results include alcohol consumption and age. It confirms that alcohol is a
negative indicator for school students a far as the grade is concerned. The age negative correlation is
expected as the number of failures will result in an increased age for the student. On the other hand,
we can see the quality of family relationship is negatively correlated with alcohol consumption. The
mother and father education level (Fedu, Medu) are highly correlated, which tends to show that
family are created with parents having the same education level. The higher positive correlation for
G3 is the desire to take higher education, which seems that motivation cat as a booster for school
achievement. Next positive correlations are with mother and father education and study time. Study
time can somehow be expected, and importance of parents” education pinpoints the influence of the
family environment and especially the “knowledge” of education system that experienced parent can
dispense to their children, together with a will to go for higher education.

Correlation of 33 features

school
sex

age
address
famsize
Pstatus
Medu
Fedu
Mjob
Fjob
reason
guardian
traveltime
studytime
failures
schoolsup
famsup
paid
activities
nursery
higher
internet
romantic
famrel
freetime
goout
Dalc
Walc
health
absences

— 038

sex
age
G1
G2
G3

school
address
famsize
Pstatus
Medu
Fedu
Mjob

Fjob
reason
guardian
traveltime
studytime
failures
schoolsup
famsup
paid
activities
nursery
higher
internet
romantic
famrel
freetime
goout
Dalc
Walc
health
absences

Figure 2. Correlation of original 33 features.

In summary, there is a strong correlation between the target class grade (G3) and the previous
grades. To generalize the model and capture the relative importance of features related to
demographic, socio-economic, school environment, social, and health factors, we develop a machine
learning model to predict student performance without considering the previous grades.
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To extract the most relevant features for the prediction of students” performance, we use RF
regression model and generate “feature importance” (Figure 3). The figure shows that the previous
grades G1 and G2 are the most important features which determine the students” performance. In
addition, the number of absences during the year is the top second factor for the model prediction.

In summary, some features are more important than others for the prediction of students’
performance. For instance, previous grades G1 and G2, the number of absences, student age, and
mother education are among the features that should be captured by a machine learning model.

Features importance RF (including previous grades)

2

1
absences
age

Joout
fregt' mg

alc
failure,

i

studytime

reaso
travelti!r)e
Da

activ

0.00 0.05 0.10 0.15 0.20 0.25 0.30
Feature Importance

Figure 3. Relative feature importance (including previous grades) from Random Forest Classifier.

In addition, we extract the importance of the dataset features by applying RF regression after
the removal of the previous grades (G1, G2). This is to get insights on the influence other factors, for
instance socio-economic and social factors (Figure 4). For instance, Figure 4 shows that the number
of absences, and the number of failures, both numerical features, influence most the model for the
prediction of students’ results.

Features importance ("excluding" previous grades)

absences
failures
famsize
r%m ntic
schoolsup
higher

3 .a.%e
activities
school
Walc
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traveltime
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nurser
goou
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Fjob

. sex
internet
Fedu

0.0 0.5 1.0 15 2.0 25 3.0 3.5
Feature Importance

Figure 4. Relative feature importance (including previous grades) from Random forest Classifier.

5. Machine Learning Models for Students Performance Prediction

In this section, we explain the machine learning classification models under study for students’
performance prediction. We take an example of classifying students” marks into three levels: high,
medium, and low. However, other classification labels, such as A, B, C, D, and F can be used.
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5.1. Support Vector Machine

The SVM model separates the n-dimensional students’” information into high, medium, and low
classes. This is by creating a decision boundary, known as a hyperplane, for separation. The
hyperplane is generated with the help of the data points in each class that are the closest to the data
points in the other class. These data points are known as support vectors. The generation of a
hyperplane is an iterative process where the objective is to find the maximum possible margin
between the support vectors of the opposite classes. For a students’ performance dataset with a set of
F features and C ={High, Medium, Low} classes, the hyperplane that separates these classes can be
represented using Equation (8).

wF+b=0 (8)
S.t.,WFi +b> 0,lfCl =41 andWFl- +b< O,lfCl
=-1
where w is normal to the hyperplane and b is the bias.
To find the maximum possible margin for optimal hyperplane, the norm of the margin should
be minimized as stated in Equation (9).

1 9
min§||w||2 s.t.,C;(w.F; + b) = 1,VF; ©)

5.2. Random Forest

RF is an ensemble technique that uses a set of Decision Trees. Each tree is constructed using a
randomly selected sample of the dataset (Liaw & Wiener, 2002). Each Decision Tree predicts the class
for a student (high/medium/low) based on the features and voting is performed on the output of each
tree. In RF, each DT model will consider only a randomly selected subset of features at each node for
splitting the tree and traversing down. The RF model then decides on the high/medium/low class
based on the majority of the votes as stated in Equation (10).

Crr(s) = majority vote{C,(s)}Y (10)

where N represents the number of Decision Trees used.

6. Performance Analysis

In this section, we compare the performance of the two most used classification models in the
domain of students” performance prediction. RF and SVM. The models are evaluated in terms of
Accuracy, and F-measure, with and without feature selection.

6.1. Experimental Environment

To evaluate the performance of the models under study with the feature selection algorithm, we
use the Information-Gain Attribute Evaluator algorithm as it is found to be the most accurate among
others in education machine learning (Ramaswami & Bhaskaran, 2009). For implementation, we use
the sklearn Python library.

6.2. Experiments

Data preprocessing. For the dataset under study, we first convert the categorical features into
numerical ones. For this dataset. the separate files for the Mathematics and Portuguese language
subjects are combined. We created class labels for the grade to be predicted (“G3’). This is done by
mapping the grades to 5 classes based on the Erasmus grade conversion system (Erasmus Programme,
n.d.), i.e., grade A (16-20), grade B (14-15), grade C (12-13), grade D (10-11) and grade F (0-9).

Model Building and Testing. For model building and testing, we use a 10-fold cross-validation
method to obtain the training and testing datasets respectively. For the SVM model, we implement
the linear kernel. We measure the accuracy, F-measure, for each model. The accuracy is calculated
using Equation (11).
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TP + TN (11)
TP + FP + TN + FN

Accuracy =

where
TP = True Positive = #observations in positive class that are predicted as positive
TN = True Negative = #observations in negative class that are predicted as negative
FP = False Positive = #observations in negative class that are predicted as positive
FN = False Negative = #observations in positive class that are predicted as negative
The F-measure is calculated using precision and recall as stated in Equation (12). The values of
precision and recall are calculated using Equations (13) and (14) respectively.

2(Precision * Recall)

F — measure = —
Precision + Recall

o TP
Precision = W
TP
Recall = 7p 4 FN

6.3. Experimental Results Analysis

Figure 5 shows the accuracy and F-measure for the dataset without using feature selection. It
shows that the RF model has the highest accuracy and F-measure values compared to the other
models. This is because RF selects a subset of the features randomly to fit the data while the other
models use all the features resulting in overfitting and consequently inaccurate prediction. When
applying the feature selection algorithm on the dataset, the selected 10 features are: the previous two
grades, G1 and G2, the number of past class failures, the number of school absences, going out with
friends, desire for higher education, study time, father’s education, mother’s education. With this
dataset we then can see the great influence of the historical results, like previous grade and number
of failures in previous years. This importance of previous failures seems to confirm the analysis in
section 2, about mature-age students showing less intention to continue to university, because they
have lower results, they will not pursue higher education (Shulruf et al., 2008) . The next important
factor is the health, it is important in the fact that bad health is associated with lower achievement.
This can be correlated and explained by an increased number of absences, and less availability for
studying.

Figure 6 shows the accuracy and the F-measure with feature selection. It shows that the
performance of the models is enhanced by using the selected features. In particular, the accuracy of
SVM is increased by 4.64% and the accuracy for RF is increased by 1.54%.

UCI dataset prediction performance without
feature selection

0.8
0.
0.
0.
0

Accuracy F-measure Precision Recall AUC

(22}

»

N

mRF mSVM

Figure 5. Accuracy and F-measure of the models for the UCI dataset without feature selection.
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UCI dataset prediction performance with Feature

Selection
1.2
1
0.8
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0.4
0.2
0
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B RF mSVM

Figure 6. Accuracy and F-measure of the models for the UCI dataset with feature selection.

6.4. Study of data without previous grades

Figure 7 shows that the performance of the models under study decreases significantly when
the training is performed on the dataset without the previous grades.

Figure 8 and Figure 9 show the confusion matrices generated by the models under study with
and without using previous grades respectively. Figure 9 indicates without the previous grades, RF
and SVM models are less accurate than when previous grades are available (Figure 8). However,
Figure 9 reveals that the prediction is not far from the true values, exhibiting the predictive power of
the models for students’ performance. In particular, the errors occur in cells where B is chosen instead
of C, or Cis chosen instead of B, showing that most of the data stays “near” the diagonal of the matrix.

UCI dataset prediction performance (without
past grades)

0.8
0.6
0.4
0.2 I I I
0
Accuracy F-measure Precision Recall
B RF mSVM

Figure 7. Accuracy and F-measure of the models for the UCI dataset not using previous grades.
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Figure 8. Confusion matrices of prediction models using previous grades features G1 and G2. “0”
represents IIF/I Class, Illll is IIDII’ 112/I is //C//, /13// is //BII and /I4II is IIAII.
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Figure 9. Confusion matrices of prediction models not using previous grades features G1 and G2. “0”
represents //FI! ClaSS’ lllf/ is /lDf/, 1/217 is IIC/I, 11311 is IIB// and 1/477 is l/A//.

In summary, for the UCI Portuguese dataset having 1044 observations, RF outperforms SVM.
Furthermore, the performance of SVM in our experimental environment is the same as in (Tekin,
2014). However, our results are not consistent with the ones obtained by (Ajibade et al., 2019;
Kostopoulos et al., 2017; Mehboob et al., 2017; Migueis et al., 2018). The discrepancy in the results is
due to heterogeneity in the features used in these works, and they also rely more on grades obtained
in previous period of time. The size of the dataset and the features impact the performance of the
models. The study of the model’s performance also reveals that prediction is better when using information
from the student education-centric category like study time, desire for higher education and number of past
failures, from socio-economic category like parent’s education, and from student social centric category like
going out with friends.

7. Conclusions

Machine learning is an emerging technology to predict the performance of students with the
main goal of developing strategies by educational professionals to improve the learning
environment. Several works in the literature have used various machine-learning approaches for the
prediction of students” performance. However, these studies used different datasets and evaluation
metrics, making it difficult to compare the developed models. In addition, they did not provide
insights into the features from socio-economic and social perspectives. In this chapter, we evaluate
and compare the performance of the two most used machine learning classification models, i.e., SVM,
and RF, to predict students’ performance using a dataset with a large number of features impacting
the performance. We provide a taxonomy categorizing these features and analyze their impact on
student performance. Our taxonomy is based on demographic, socio-economic, school environment,
student education-centric, student social-centric, and student health-centric factors. We conduct a
comparative analysis of the models under study using a real-life student information dataset. Our
experimental results show that RF outperforms SVM. In addition, when selecting a machine learning
model, it is essential to consider features such as parents” educational and work background, student
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study time, number of past class failures, plan for higher education, number of school absences,
previous grades, and information about the school. This is because these features improve prediction
accuracy. Furthermore, to enable insightful analysis of the features’ impact into student’s
performance, it is important to provide a mapping between those features and their corresponding
categories that we identified: 1) demographic, 2) socio-economic, 3) school environment, 4) student
education-centric, 5) student social-centric, and 6) student health-centric.
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