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Abstract: Convolutional Neural Networks (CNNs) are largely hand-crafted, which leads to

inefficiency in the constructed network. Various other algorithms have been proposed to address

this issue, but the inefficiencies resulting from human intervention have not been addressed. Our

proposed EvolveNet algorithm is a task-agnostic evolutionary search algorithm that can find optimal

depth and width scales automatically in an efficient way. The optimal configurations are not found

using grid search, instead evolved from an existing network. This eliminates inefficiencies that

emanate from hand-crafting, thus reducing the drop in accuracy. The proposed algorithm is a

framework to search through a large search space of subnetworks until a suitable configuration is

found. Extensive experiments on the ImageNet dataset demonstrate the superiority of the proposed

method by outperforming the state-of-the-art methods.

Keywords: convolutional neural network; network scaling; evolutionary computation

1. Introduction

Convolutional Neural Network (CNN) is one of the most significant networks in the field of deep

learning, showing decent performance in various computer vision tasks including classification

[1,2], semantic segmentation [3,4], and action recognition [5,6]. They were designed to extract

two-dimensional features by taking structured data such as images as input and then processing

them using convolutional operators [7,8]. Studies have shown that a larger number of layers results in

increased receptive fields and therefore captures more detail of the image [9]. Recent networks have

achieved higher accuracy by becoming deeper and more complex [10–12]. There have also been cases

of improved block architecture that yielded higher accuracy without significantly increasing the size

of the networks [13,14].

Scaling is a widely used technique to achieve better accuracy and numerous methods have been

utilized to scale networks. Upscaling depth is the most prevalent method, although scaling models

by image resolution is also becoming increasingly popular. Figure 1 represents the depth and width

of a network. EfficientNet [15] was created by compound scaling MobileNets [14,16] and ResNet

[9] networks, i.e., scaling the network width, depth, and resolution by fixed coefficients. Upscaling,

however, could result in the configurations of the upscaled networks being ill-suited to their tasks

because hand-crafting networks lead to human errors and consequent inaccuracies, resulting in an

inefficient network. Filter pruning has long been considered a good alternative to accelerate deep

neural networks, but this does not solve the core inefficiencies in the construction of the network. He

et al. [9] observed that the accuracy of a network saturates quickly as its size increases. In other words,

the accuracy gain diminishes as networks get larger because all parameters in a network have different

sensitivity to its accuracy.
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Figure 1. Configuration of a network. The depth represents the number of layers in a network, while

the width of a layer represents the number of filters present in it.

Identifying these superfluous parameters in a network is crucial to the optimization process. The

Lottery Ticket Hypothesis [17] states that any trained dense neural network contains a subnetwork

(called a winning ticket) which, when trained in isolation for at most the same number of epochs,

can match the test accuracy of the original network. Automated Machine Learning (AutoML) [18]

introduced the process of automating the steps in the machine learning pipeline, from hyperparameter

optimization to parameter evaluation. This concept has been applied for Neural Architecture Search

(NAS) [19–21] to optimize the search for winning tickets within large networks. However, applying

AutoML concepts for NAS has wider consequences that can be aggravated during the search stage. The

No Free Lunch Theorem [22] posits that no universal optimization algorithm consistently outperforms

all other algorithms across every optimization problem. Therefore, it is necessary to optimize networks

with respect to the tasks at hand.

Networks can be optimized by removing all channel connections in the depth-wise layer, instead

increasing the number of channels to boost capacity [15]. This reduces the number of parameters, but

significantly increases data movement, resulting in poor performance on hardware accelerators. The

final scaling coefficients are determined by grid search [23]. However, the search cost of using grid

search is very expensive when scaling larger networks. Therefore, scaling algorithms are primarily

applied to small networks, and large networks are created by massively upscaling small networks. The

proposed algorithm addresses this issue by downscaling large networks to generate slightly smaller

networks. Larger networks downscaled from models designed with larger channel connections in

mind would not increase the number of channels. Thus, the generated network is similar in both size

and accuracy to the large networks but is much closer in size to its corresponding original network.

Grid search can be used to search through various scaling coefficients until the ideal network size was

found, but this is only possible with relatively smaller networks like MobileNets and ResNet-50 [24].

However, as the size of the networks increases, the search space also increases exponentially.

Evolutionary algorithms have been found to significantly outperform random and systemic

search methods when searching in large search spaces [25]. Over the years, various multi-objective

evolutionary algorithms have been proposed to varying degrees of success [26,27]. But they tend to

suffer from a weak global search ability in low inter-task relevance problems [28] because the cross-over

operator is unable to distinguish between information and noise. This problem can be addressed by

introducing multiple search strategies into the fitness landscape. Incorporating multiple objectives

into the fitness function is crucial to evolve an efficient network with high accuracy.
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In this paper, we present a framework to automatically generate the optimal number of layers

and channels for a network without manual interference. We use evolutionary algorithms to search

through the large sample space of possible subnetworks to address this issue. The proposed method

uses evolutionary search to find an optimized subnetwork that keeps the number of parameters low

without compromising accuracy. Instead of upscaling networks, a collection of layers and channels

are downscaled to find the optimal configuration. The evolved network is built to counteract the

lack of expressiveness and effectiveness that is inherent to hand-crafted and grid-searched networks.

Generated networks counteract these drawbacks by integrating pruning concepts into the creation of

new networks, resulting in more efficient networks.

Our contribution lies in three folds:

• We propose an algorithm to counter inefficiencies in subnetworks by evolving task-agnostic

networks of ideal depth and width for a given architecture.
• We created a framework to efficiently search through a large sample space of subnetworks to

identify smaller networks without a major loss in accuracy.
• We experimentally show the superiority of the network generated by the proposed method on

publicly available pre-trained CNNs.

The remainder of this study is organized as follows: Section 3 briefly discusses the algorithm and

its working concept, and Section 4 describes the result of experiments conducted on networks evolved

using the EvolveNet algorithm. We also discuss the advantages and future work of this algorithm in

Section 4.4 and conclude this study in Section 5.

2. Related Works

2.1. Convolutional Neural Networks

CNN is the popular design choice for visual recognition tasks and has gone through many

upgrades over the years. VGG [29] used very small convolution filters and increased the depth of the

model to achieve high accuracy. GoogLeNet [30] proposed the idea of an Inception module to find the

optimal local sparse structure in a CNN that can be approximated by its dense components. ResNet [9]

stacked layers to fit a residual mapping using skip connections, which further improved the accuracy.

MobileNet [16] introduced depth-wise separable convolution layers which separated the filtering

and combining operations of the convolution operation, which in turn reduced the computational

complexity and model size. DenseNet [13] connected all layers to combine the feature maps together

instead of just the feature summations, resulting in larger models with higher accuracy. ConvNeXt [1]

improved a standard ResNet by gradually modernizing the architecture to construct a hierarchical

vision transformer, Swin-T [31]. These models have one thing in common; beyond just the architecture

or convolution layers, the depth of the networks and width of each layer were handcrafted by humans.

2.2. Neural Architecture Search

Searching for optimal network structures has been studied using reinforcement learning [11,32],

gradient-based approaches [33], parameter sharing [34], weight prediction [35], and genetic algorithms

[36,37]. Zoph et al. [11] uses reinforcement learning to optimize the networks generated from the

model descriptions given by a recurrent network. MetaQNN [32] uses reinforcement learning with a

greedy exploration strategy to generate high-performance CNN architectures. Gradient-based learning

allows a network to efficiently optimize new instances of a task [38]. FBNets (Facebook-Berkeley-Nets)

[33] uses a gradient-based method to optimize CNNs created by a differentiable neural architecture

search framework. DARTS [39] formulate tasks in a differentiable manner to address the scalability of

the architecture search. LEMONADE [40] penalizes excessive resource consumption by approximating

the network morphism operators while generating subnetworks. ENAS [41] constructs a large

computational graph, where each subgraph represents a neural network architecture. Thus all
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subgraphs share parameters, delivering strong empirical performances while using a lower amount of

resources. TE-NAS [42] ranks the architectures by analyzing the spectrum of the neural tangent kernel

and the number of linear regions in the input space, which imply the trainability and expressivity of

the networks. RENAS [43] integrates reinforced mutation into the evolutionary search algorithm for

architectural exploration, which efficiently evolves the model.

Evolutionary algorithms are widely used to deal with complex and non-linear optimization

problems [44–46]. It is a common solution for difficult real-world problems where the sample space

is large. Genetic algorithms are used to solve search and optimization problems using bio-inspired

operators [36]. Real et al. [37] uses genetic algorithms to discover neural network architectures,

minimizing the role of humans in the design.

2.3. Network Scaling

Network scaling is necessary to keep up with the growing datasets that have very large samples

and large memory requirements. Network scaling is usually implemented on network architectures

after they are constructed. Residual Networks [9] were scaled up to ResNet-200, and down to ResNet-18.

WideResNet [47] is a width-scaled interpretation of the original Residual Network, with the number of

channels in various layers increased to increase the resolution of feature maps. Modern CNNs have

also been shown to use higher-resolution input images. Higher accuracies were obtained when using

higher resolution images at 299× 299 [48] and 331× 331 [12]. Dryden et al. [49] exploits parallelism in

convolutional layers beyond data parallelism to tackle scaling and memory issues. However, this does

not focus on batch normalization, ReLUs, pooling, and fully-connected layers which are also present

in conventional networks.

3. EvolveNet

EvolveNet algorithm attempts to build new networks from scratch by evolving an ideal

configuration of layers for a pre-defined architecture. There are four major steps to EvolveNet:

1) Filter training to strengthen the individuality of layers, 2) Depth evolution to find the ideal number

of layers, 3) Width evolution to compute the ideal width for each layer, and 4) Retraining to fine-tune

the evolved network.

Pre-built networks used bottleneck blocks used by EfficientNet. The bottleneck blocks allow

the network to reduce the number of parameters, and consequently, the number of floating-point

operations. This makes the network more compact and efficient. The bottleneck operation consists of

three operators: a linear transformation followed by a non-linear transformation, then another linear

transformation. Each bottleneck first expands a low-dimensional feature map into a high-dimensional

feature map using a point-wise convolution. A depth-wise convolution then performs spatial filtering

on the high-dimensional tensor. Finally, another point-wise convolution projects the spatially-filtered

map back down into a low-dimensional tensor.

3.1. Filter Training

An initial network N is constructed as a set of layers and filters whose configurations are ideal as

found from existing network architectures as follows:

N = {Lj : j ∈ (0, N)}, (1)

where Lj represents each layer with channel and kernel sizes. N is the total number of layers, with each

group of a layer consisting of N∗ layers. Using the weights θ, the new collection of layers is derived

into a pseudo network N ∗θ , which is a parameterized subset of the layers in N , i.e., N ∗θ ⊆ θ(N ).

During each epoch of the training stage, random layers and filters are chosen to be trained which

omits certain layers and filters from N as shown in Figure 2. N ∗θ is trained and its cross-entropy loss is

computed as follows:
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LDt
(N ∗θ ) = −

n

∑
i=1

ti log pi, (2)

where LDt
represents the cross entropy loss w.r.t. training data Dt, and ti and pi are the truth label and

softmax probability of class i w.r.t. N ∗θ . This loss is smoothed as a consequence of cross-entropy, then

backpropagated through every layer of N including the omitted layers as follows:

θ ← θ − β
∂L(Nθ)

∂θ
, (3)

where β is the learning rate, adjusted by the Lambda scheduler [50] to converge quickly and optimally.

This trains the larger network, which will have layers that can efficiently be recalibrated into smaller

networks composed of only a few of its layers without impacting the overall accuracy. Each layer

contributes to the feature map without taking away from the feature map of the larger network, which

is made up of other layers trained in a similar fashion.

Figure 2. Overview of the filter training step. White and green layers represent the temporary and

permanent layers of the network. During each of the m epochs, a random layer filter is generated,

which filters out some temporary layers to create a network. This recalibrated network is trained and

the loss is back-propagated through all the temporary and permanent layers.

3.2. Evolving Depth

The networkNθ , which is now a collection of layers that have been trained to work independently

of the network, is used to evolve a recalibrated network with ideal depth configurations. Configurations

of the architecture of each block, such as the number of out-channels, kernel sizes, and strides of each

layer remain the same as before. The depth of the recalibrated network, i.e., the layers chosen to be

trained, are chosen by Depth Encoding Vectors (DEVs). DEV is a vector that has the depths of each

layer of the recalibrated network encoded into it as the presence or absence of a layer in the network.

These DEVs generate networks of parameter sizes within preset constraints, and the computed reward

is assigned as the reward of each DEV. Since Nθ is only a collection of layers strung together to build a

network, the recalibrated layer, the layers of which are chosen by the DEV, shows the various layers

that will be present in the network to be built.

The reward function computes the pre-train accuracy of the generated network. The networks are

then evolved as chromosomes under the same preset constraints to maximize their rewards, as seen

in Algorithm 1. The best chromosomes are chosen, then mutated, and crossed over to be propagated

through to the next chromosome pool. Mutation is the genetic operation of flipping arbitrary genes in a

parent chromosome to generate offspring. Cross-over is the genetic operation of combining the genetic

information of the two parent genes to generate offspring. In EvolveNet, the mutation is implemented

by giving every gene on a random chromosome the 10% chance to be switched to a random new gene.

Cross-over is implemented by choosing two random chromosomes and then selecting a gene from

either chromosome with a 50% chance of being selected from either parent. We assume that every
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genetically modified offspring will not be better than every parent, hence the subsequent chromosome

pools are selected from the overall pool and not just the genetically modified pool.

After multiple chromosome pools are generated, the best chromosome is chosen and the network

generated from it has the ideal depth configuration for a network block architecture for the given task.

Algorithm 1 Algorithm for evolving Depth

Hyperparameters: Number of searching epochs Ns, Number of fine-tuning epochs N f , Number of

chromosomes in C n, Number of
Input: Dtrain: training images that can be split into batches, X f : Filter trained network
Functions: reward(dev) computes reward of the network created using dev, mutation and crossover

are evolutionary operations performed on a list of chromosomes, layers(dev, network) converts n

dev into a list of layers using trained network, create(layers) creates a network from a list of layers,

f (model, data) trains model using given data, ∇ computes gradient of loss of trained network

Output: Depth-evolved network x

C = List of n random devs

C
top
k = {}

for i = 0 to Ns do

R = [r1,r2,...,rn]
for j = 0 to n do

rj = reward(devj)

end for

C
top
k .append(C)

sort C
top
k in descending order of R

Cmu = mutation(C
top
k [: 10])

Cco = crossover(C
top
k [: 10])

C = Cmu + Cco

C
top
k = C

top
k [:k]

end for

[l1,l2, ... ,ln] = layers(C
top
k [0], X f )

x = create([l1,l2, ... ,ln])

for i = 0 to N f do

x += ∇f(x,Dtrain)
end for

3.3. Evolving Width

The best DEV after depth evolution is used to build a recalibrated network for width evolution, as

explained in Algorithm 1. The recalibrated network is then used to compute rewards for the networks

derived from it, using the Width Encoding Vectors (WEVs). Unlike DEVs, each WEV is injectively

mapped to a network of specific depth and layers of out-channels, i.e., the networks created by every

WEV are unique to each element in it, and also to the DEV it is evolved from. As shown in Figure 3,

50 WEVs are built from the recalibrated network, and their rewards are computed. Each gene of a

chromosome, represented by the WEV, is encoded with the ratio of channels of each layer compared to

the original. The individual genes chosen do not matter, as this evolution is used to resolve the size of

the final network, not the specific configuration. The size of each chromosome is dependent on the

size of the recalibrated network. At every step before evolution, random chromosomes are used to

generate sub-networks for the recalibrated network, and their reward is computed agnostic to the

training dataset. The chromosomes with the highest rewards are mutated and crossed over, and the

subsequent chromosome pool is created by selecting the best chromosomes from a pool of the parents

and their offspring.

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 26 July 2023                   doi:10.20944/preprints202307.1795.v1

https://doi.org/10.20944/preprints202307.1795.v1


7 of 14

Figure 3. Overview of width evolution. White layers denote the layers omitted by DEVs while

the width of red channels denotes the channels omitted by WEV. Each search epoch generates 50

chromosomes, and the rewards corresponding to the network generated from them are appended.

The best chromosomes, after mutation and crossover, are selected and propagated to the subsequent

epochs.

The chromosome with the highest reward from the final chromosome pool is used to derive the

final network from the recalibrated network. The final derived network has had its depth and width

evolved to be ideal for the given task and architecture.

3.4. Retraining

Once the final configurations of the network have been evolved, the derived network is retrained

to achieve competitive accuracy with minimum parameters. The final network is a subnetwork, hence

according to Frankle et al., it has to be trained to achieve similar accuracy. The number of retraining

epochs is determined by the network whose architecture is used to build Nθ , i.e., EfficientNet [15].

The number of layers and their configurations have been determined by the DEV, while the number

of channels in each specific layer is determined by the WEV. Thus, unlike in EfficientNet, where the

network configuration was found using grid search, the channel configurations of the final network

here are selected by evolutionary computation without manual influence.

4. Experiments

In this section, we demonstrate the superiority of networks generated by EvolveNet. We compare

the results obtained with other major state-of-the-art models. Lastly, we discuss the impact of various

hyperparameters to understand their impact on the proposed method.

4.1. Experimental Settings

The networks generated were trained on ImageNet dataset [51] for image classification tasks. The

kernel sizes were selected after conducting ablation studies and the best results were found for kernels

of sizes 1× 1 and 3× 3. In other words, the ideal resolution was hand-crafted. The images were

randomly cropped to size 224× 224, after resizing to 256× 256, to augment the data. Experiments

were conducted on four NVIDIA RTX A6000 GPUs with 40 workers and a batch size of 512.

4.2. Evaluation Protocol

We measured the Top-1 and Top-5 accuracies, as well as the number of parameters, to evaluate the

evolved networks and compared them to existing state-of-the-art networks. The primary aim of this

experiment is to showcase an improvement in the performance and efficiency of a network before and

after the depth and width have evolved. Accuracy is the proportion of images that have been labeled

correctly. For each image, the network computes the probability of them being classified into each

label. Top-1 accuracy is the proportion of images in which the predicted label is the same as the actual
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label. Top-5 accuracy is the proportion of images where the actual label is present as at least one of the

top five predictions. A fewer number of parameters result in a more streamlined and efficient network.

4.3. Experimental Results

We present the performance of different networks created using EvolveNet. The networks

have been created by setting the parameter size as a constraint and generating networks with an

ideal network configuration. The generated networks have been called EvolveNet-XS, EvolveNet-S,

EvolveNet-M, and EvolveNet-L. These networks are then compared with state-of-the-art methods of

similar size.

4.3.1. Performance against Very Small Networks

A set of very small state-of-the-art networks including DenseNet121 [13], HRFormer-T [52],

EfficientNetB1 [15], and EfficientNetV2B1 [53] are selected for comparing to EvolveNet-XS. Table 1

presents the result of the comparison with those networks. EvolveNet-XS shows Top-1 and Top-5

accuracy of 80.4% and 95.1% respectively, with 7.8M parameters. Overall, it shows competitive

performance compared to other methods with the least number of parameters. It outperforms

DenseNet121 and HRFormer-T by 5.4% and 1.9% in Top-1 accuracy. Also, it has 0.3M fewer parameters

compared to DenseNet121. EvolveNet-XS shows comparable performance to the EfficientNetB1 and

EfficientNetV2B1. The difference in number of parameters between EfficientNetB1 and EvolveNet-XS

is only 0.1M. However, EvolveNet-XS shows a gain of 1.3% and 0.7% in Top-1 and Top-5 accuracies

respectively. It outperforms EfficientNetV2B1 by small margins of 0.6% and 0.1% in Top-1 and Top-5

accuracies respectively, in spite of having 0.4M fewer parameters.

Table 1. Performance against Very Small Networks on ImageNet Dataset

Model Top-1 Accuracy Top-5 Accuracy #Parameters

EfficientNetB1 [15] 79.1% 94.4% 7.9M
HRFormer-T [52] 78.5% - 8.0M
DenseNet121 [13] 75.0% 92.3% 8.1M

EfficientNetV2B1 [53] 79.8% 95.0% 8.2M
EvolveNet-XS 80.4% 95.1% 7.8M

4.3.2. Performance against Small Networks

Table 2 presents the results of the EvolveNet-S network compared to small networks including

EfficientNetB2 [15], and EfficientNetV2B1 [53]. EvolveNet-S shows Top-1 and Top-5 accuracy of

81.1% and 95.6% respectively, with 8.6M parameters. It shows competitive performance against

those networks with the least number of parameters, outperforming LeViT-128 and ConViT-Ti+

by 1.5% and 4.4% respectively in Top-1 accuracy while using 0.2M and 1.4M parameters lower.

EfficientNetV2B1 has 10.2M parameters with Top-1 and Top-5 accuracy of 80.5% and 95.1% respectively.

Although EvolveNet-S outperforms it by a small margin of 0.6% and 0.5% in Top-1 and Top-5 accuracy

respectively, it has 1.6M fewer parameters than EfficientNetV2B1. Similarly, EvolveNet-S outperforms

EfficientNetB2 by a small margin of 0.7% in Top-5 accuracy. It also shows a decent gain of 1.0% in

Top-1 accuracy with 0.6M fewer parameters compared to EfficientNetB2.
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Table 2. Performance against Small Networks on ImageNet Dataset

Model Top-1 Accuracy Top-5 Accuracy #Parameters

LeViT-128 [54] 79.6% - 8.8M
EfficientNetB2 [15] 80.1% 94.9% 9.2M

ConViT-Ti+ [55] 76.7% - 10.0M
EfficientNetV2B2 [53] 80.5% 95.1% 10.2M

RevBiFPN [56] 79.0% - 10.6M
EvolveNet-S 81.1% 95.6% 8.6M

4.3.3. Performance against Medium-sized Networks

A set of medium-sized networks including DenseNet169 [13], TinyNet [58], EfficientNetB3 [15],

EfficientNetV2B3 [53] are selected for comparing EvolveNet-M network. Table 3 shows the results for

EvolveNet-M compared to these networks. It shows top-1 and top-5 accuracy of 82. 8% and 96. 3%,

respectively. Overall, it outperforms other networks by a decent margin, with fewer parameters. It

outperforms SAMix ResNet-18, which has 0.4M more parameters, by 10.5%. DenseNet169, with 14.3M

parameters, shows 76.2% and 93.2% of Top-1 and Top-5 accuracy, respectively. However, EvolveNet-M

with 3M fewer parameters outperforms it by a significant margin of 6.6% and 3.1% in Top-1 and

Top-5 accuracies. Similarly, it outperforms TinyNet by 3.4% and 1.8% in Top-1 and Top-5 accuracy,

respectively, despite having 0.6M fewer parameters. EvolveNet-M shows comparable performance

with EfficientNetB3 and EfficientNetV2B3 in Top-5 accuracy. It outperforms them by a small margin of

0.6% and 0.5%. However, EvolveNet-M has 1M and 3.2M fewer parameters, respectively. Also, the

Top-1 accuracy of EvolveNet-M is 1.2% and 0.8% higher than EfficientNetB3 and EfficientNetV2B3,

respectively.

Table 3. Performance against Medium-sized Networks on ImageNet Dataset

Model Top-1 Accuracy Top-5 Accuracy #Parameters

SAMix ResNet-18 [57] 72.33% 91.8% 11.7M
Densenet169 [13] 76.2% 93.2% 14.3M

TinyNet [58] 79.4% 94.5% 11.9M
EfficientNetB3 [15] 81.6% 95.7% 12.3M

EfficientNetV2B3 [53] 82.0% 95.8% 14.5M
EvolveNet-M 82.8% 96.3% 11.3M

4.3.4. Performance against Large Networks

For the comparison of EvolveNet-L, a collection of larger networks with a significantly large

number of parameters is selected. These include Xception [59], ConNeXtTiny [1], ConvNeXtSmall

[1], NASNETLarge [12] and EfficientNetB4 [15]. The results of EvolveNet-L compared to the above

networks are presented in Table 4. EvolveNet-L outperforms other networks with a decent margin

in Top-1 accuracy, with the least number of parameters. It shows Top-1 and Top-5 accuracy of

83.2% and 96.5% respectively, with 17.6M parameters. The performance of EfficientNetB4 with

Top-1 and Top-5 accuracy of 82.9% and 96.4% respectively are comparable to EvolveNet-L. However,

EvolveNet-L has significantly fewer parameters compared to EfficientNetB4. With 1.9M fewer

parameters EvolveNet-L outperforms it by 0.3% and 0.1% in Top-1 and Top-5 accuracy respectively.

EvolveNet-L has significantly fewer parameters than NASNETLarge. In spite of having 71.3M fewer

parameters, it outperforms NASNETLarge by 0.7% and 0.5% in Top-1 and Top-5 accuracy respectively.

Similarly, with 32.6M fewer parameters, it outperforms ConvNeXtSmall by 0.9% in Top-1 accuracy.

EvolveNet-L outperforms ConvNeXtTiny by a decent margin of 1.9% in Top-1 accuracy despite having

11M fewer parameters. Xception has 22.9M parameters and shows Top-1 and Top-5 accuracy of 79.0%

and 94.5% respectively. However, EvolveNet-L with 5.3M fewer parameters outperforms it by a decent

margin of 4.2% and 2.0% in Top-1 and Top-5 accuracy respectively.
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Table 4. Performance against Large Networks on ImageNet Dataset

Model Top-1 Accuracy Top-5 Accuracy #Parameters

Xception [59] 79.0% 94.5% 22.9M
ConvNeXtTiny [1] 81.3% - 28.6M

ConvNeXtSmall [1] 82.3% - 50.2M
NasNetLarge [12] 82.5% 96.0% 88.9M
EfficientNetB4 [15] 82.9% 96.4% 19.5M

EvolveNet-L 83.2% 96.5% 17.6M

4.4. Discussion

We have experimentally shown that the networks generated by the Depth and Width Encoding

Vectors evolved using the EvolveNet method consistently show better performance when compared to

EfficientNet while maintaining their architecture. The improvement is significant, and the generated

network can still be pruned using the same methods that are used on EfficientNet and other similar

CNNs. Hence, it can be inferred that the architecture computed by evolution outperforms the

architectures computed using the grid-search method. MobileNetV2 introduced inverted residuals, and

bottlenecks and improved the accuracy of MobileNetV1 using the new architecture. EfficientNet was

an improvement on the MobileNetV2 architecture, where the accuracy of the network was improved

by scaling the width, depth, and resolution of MobileNetV2 using grid-search. By evolving networks

with higher accuracy and efficiency, EvolveNet has experimentally proven that hand-crafting and grid

search are not ideal methods to build networks. Pruning algorithms have shown that a randomly

initialized dense network contains multiple sub-networks with fewer parameters and comparable

accuracies. However, most pruning algorithms limit themselves by trying to reduce the number of

parameters. Since the proposed algorithm evolves networks to emphasize ideal configurations while

maximizing rewards, the focus is placed on accuracy, and efficiency is taken care of as a consequence

of it. This allows for high accuracies on a relatively smaller network.

The generated network is also independent of the original network, but given the original network

and the depth and width encoding vectors, the network can be regenerated. The generated network is

injectively mapped to each DEV and WEV, and the number of layers in the larger network. Therefore,

changing any of these encoding vectors will significantly change the final network. The number of

randomly generated layers, from which recalibrated networks are generated, is a hyperparameter

used to control the size of the final network, but it has no other bearing on the evolution of the final

network. This can be seen in Table 5. Before evolving the width of the final network, the number of

out-channels in each layer is equal to the number of out-channels in MobileNetV2. The structure is the

same as that of each block in EfficientNet and MobileNetV2. There is one fixed-out channel for each

block layer, but the number of additional blocks is determined by the network encoding vector.
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Table 5. Each layer used in the evolved model. DEVi represents the i-th element of the depth encoding

vector, which indicates the number of layers, and n represents the number of classes.

Input Operation out-channels #layers

2242 × 3 Conv2D 32 1
1122 × 16 Bottleneck 24 DEV0

1122 × 16 Bottleneck 24 1
562 × 24 Bottleneck 32 DEV1

562 × 24 Bottleneck 32 1
282 × 32 Bottleneck 64 DEV2

282 × 32 Bottleneck 64 1
142 × 64 Bottleneck 96 DEV3

142 × 64 Bottleneck 96 1
142 × 96 Bottleneck 160 DEV4

142 × 96 Bottleneck 160 1
72 × 160 Bottleneck 320 DEV5

72 × 160 Bottleneck 320 1
72 × 320 Conv2D 1280 1

72 × 1280 AvgPool - 1
1122 × 32 Conv2D n 1

5. Conclusions

In this study, we described a simple evolutionary algorithm to evolve ideal depths and widths

that are task-agnostic for a given architecture. We also experimentally proved its superiority over

networks where the architecture was hand-crafted or grid-searched. EvolveNet is dependent on the

architectures of individual blocks in a network, but not the network as a whole. The architecture

used can be replaced with better-performing architectures, but the hyperparameters that constrain

the network should be adjusted appropriately. In the future, we intend to pursue this research and

improve the algorithm for the selection of chromosomes. Some constraints are more important to the

overall schema than others, so treating them as the same would cause inefficiencies in the recalibrated

network. EvolveNet can be made more robust with more experiments to understand the importance

of the various hyperparameters that make it function.
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