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Abstract: As various services have been generating large scale graphs to represent multiple 

relationships between objects, studies have been conducted to obtain subgraphs with particular 

patterns. In this paper, we propose a distributed query processing method to efficiently search a 

subgraph for a large graph on Spark. To reduce unnecessary processing costs, the search order is 

determined by filtering scores using the probability distribution. The partitioned queries are 

searched in parallel in the distributed graph of each slave node according to the search order, and 

the local search results obtained from each slave node are combined and returned. The query is 

partitioned in triplets based on the determined search order. The performance of the proposed 

method is compared with the performance of existing methods to demonstrate its superiority. 

Keywords: subgraph query; search order; distributed graph; filtering score 

 

1. Introduction 

A graph G=(V, E) comprises a set V of vertices and a set E of edges to represent multiple 

relationships between objects in social media, biological networks, and the Internet of Things (IoT) 

[1–4]. A graph is used with the objective of analyzing interactions, detecting anomaly patterns, and 

providing recommendation services [5–8]. In the IoT, for example, data transmission and control 

flows among connected devices (“things”) are modeled as graphs that are analyzed to identify 

anomalies or to group things used by the interactions. Since large amounts of graphs have been 

generated in respect of social media, the IoT, and so on, systems have been developed to partition 

and store graphs to perform distributed processing [9–12].  

Distributed parallel processing methods have been proposed to effectively process large 

amounts of graph big data [13–16]. Pregel proposed a bulk synchronous parallel model for the 

parallel processing of large graphs [17,18]. Pregel computations consist of a sequence of iterations, 

called supersteps. Parallel such as MapReduce [19–21], which is a programming model for processing 

large amounts of data in distributed parallel computing, simplify the design and implementation of 

large capacity data processing systems; however, they may result in inefficient processing because 

they do not support efficient data mining and machine learning algorithms. To resolve this problem, 

GraphLab has been proposed, and it supports asynchronous processing while ensuring data 

consistency in a distributed shared memory environment [22]. PowerGraph processes a graph 

analysis algorithm by repeatedly executing a gather-apply-scatter (GAS) model to reduce network 

communication and processing costs [23]. GraphX is a widely used large capacity data processing 

engine that is used to perform parallel processing of graph data and simplify the implementation and 

application of algorithms [24,25]. GraphX implemented on top of Spark uses resilient distributed 
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datasets (RDDs), which are collections of objects that are partitioned across a cluster to provide in-

memory storage abstraction.  

Subgraph queries are frequently used in application areas that use large graphs to determine 

which subgraph matches a certain pattern [26–31]. In social media, for example, subgraph queries are 

performed to obtain a user graph with a particular relation or identify communities that have similar 

interactions. In the IoT, subgraph queries are used to detect anomaly patterns among objects or 

identify IoT devices that perform similar actions. In protein–protein interaction networks, subgraph 

queries are used to identify a particular protein structure. Subgraph query processing requires 

performing a subgraph isomorphism test to identify a graph that structurally matches the query in 

all graphs [28,31]. The subgraph isomorphism test compares all possible subgraphs in a large graph 

and is therefore NP-complete.  

To solve NP-compete problems occurring in subgraph query processing, filtering and 

verification [32–35] and path based query processing [36–38] have been proposed. The filtering and 

verification is divided into a filtering stage and a verification stage. The filtering stage extracts the 

candidate set for the graphs. The verification stage performs the subgraph isomorphism test for the 

candidate set. To extract a candidate set, building indices by extracting features of the graphs is 

required. Commonly used features include paths, trees, and cycles, and hash table information is 

occasionally used. When a query is entered, a candidate set that matches the features of the query is 

extracted through the constructed index. The validation stage performs a subgraph isomorphism test 

for the extracted candidate set to verify whether they actually match the query. Commonly used 

subgraph isomorphism test algorithms include VF2 [39], GraphQL [40], and GADDI [41], among 

others [42]. The filtering and verification requires additional costs for building and managing the 

index for each feature for the entire graph. Furthermore, as the subgraph isomorphism test is an NP-

complete problem, the cost may vary greatly depending on the method of filtering the candidate set. 

The path based query processing method searches subgraphs without executing a subgraph 

isomorphism test algorithm [36–38,43,44]. Starting from a vertex in the graph that matches the query, 

all paths are searched for the connected neighbor vertices to check whether they match the vertex of 

the query. The search is performed for all connected vertices, and if a vertex that matches the query 

is obtained, then the vertex ID is recorded, and the ID of the vertex recorded at the end of the search 

becomes the path of the subgraph matching the query. In [37], a new query processing method was 

proposed to partition a query into segments of triplets in Spark. In the head segment, which 

corresponds to the first search order, a vertex that matches the label of the head segment vertex is 

obtained in each graph and selected as the starting vertex. The labels of the neighbor vertices of the 

selected starting vertex are checked to obtain a triplet matching the segment and return it to the 

master. Then, a search for the partitioned segment is performed, and the master gathers the results 

sent from the nodes. In this method, however, there are no special criteria for selecting the starting 

vertex, and a cost model that can reduce the processing cost is not built. Therefore, the problem with 

this method is that the processing cost increases if several vertices match the label of the head 

segment, which is the starting vertex, or if the degree of the pertinent vertex is large. 

In this paper, we propose a distributed query processing method to search a subgraph with the 

same label as a query on Spark. Through a probability density function of the degree that can occur 

at each vertex based on the statistical information collected for the graph, the probability of the degree 

of the pertinent vertex appearing scores the probability that the search is not required. This value is 

a probability that can filter out the vertices that do not need to be searched owing to the difference in 

the degree between the query and the graph. As the probability of becoming filtered increases, it is 

possible to search with less cost. The query is partitioned with the vertices in the order from the 

highest filtering probability to the lowest, thereby searching the partitioned subqueries. The 

contributions of this paper are as follows.  

• We predict the filtering score to avoid the vertices that do not need to be searched, based on the 

statistical information of the graph. 

• We determine the search order that determines the priority of the vertices to be searched among 

the vertices of the query through the filtering score.  
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• We partition the query into subqueries according to the filtering score for distributed query 

processing in Spark. 

This paper is organized as follows. Section 2 presents previous studies related to this research, 

and Section 3 explains the proposed path based distributed subgraph query processing method. 

Section 4 discusses the performance evaluation to confirm the superiority of the proposed method. 

Finally, Section 5 provides the concluding statements. 

2. Related Work 

Spark has a programming model for distributed data processing similar to MapReduce. Spark 

uses a data type called an RDD to overcome data volatility in memory and efficiently perform 

distributed processing [25,45]. An RDD comprises data stored in a distributed manner across many 

nodes and allows for parallel processing. Moreover, it can recover on its own, even in the event of a 

failure. An RDD is not processed at one node. It is divided into smaller units called partitions that are 

distributed and processed at multiple nodes. Spark’s GraphX is a submodule that supports 

distributed and parallel graph processing of large data [24]. GraphX generates RDDs by dividing 

vertices and edges into two tables: VertexRDD and EdgeRDD. The divided RDDs are partitioned 

using the vertex-cut method on each node. The Diver program serves as the master and instructs 

walkers to perform tasks through the cluster manager. The workers that received the task instructions 

perform the parallel processing of the partitioned VertexRDD and EdgeRDD.  

In [37], a distributed graph path querying that operates without the need to build extensive 

indices in Spark was proposed. In this framework, an input query is partitioned into such triplets. 

Once the query partitioning of the master is finished, the partitioned subgraphs are disseminated to 

all slaves, and each slave searches the received triplet. A vertex in the partitioned query is selected as 

the starting vertex of the search, and the search is performed along the direction of the edge connected 

to that vertex. The edge direction is recorded in the vertex information table, and the information of 

the vertices approached along the edge is read to obtain the information of the neighbor vertices and 

the edge direction. Once the search for a particular triplet is finished, each slave sends the search 

result to the master, and the master records it and instructs the slave to obtain the next triplet. In the 

master table, the search results are stored, thereby recording and accumulating the searched vertices. 

When the search for all partitioned queries is finished, the accumulated vertices in the master’s table 

become the searched path. 

GraphCache is a caching system for undirected labeled graphs to support subgraph and 

supergraph queries [33]. GraphCache consists of three modules: method M, query processing 

runtime, and cache manager. The main objective of method M is a subgraph isomorphism test. The 

cache manager deals with the management of data and metadata stored in the cache. GraphCache 

introduces a number of graph cache replacement strategies including a hybrid graph cache 

replacement policy. The query processing runtime executes queries and monitors the key. The query 

processing runtime consists of the resource/thread manager, the internal subgraph/supergraph query 

processors, the logic for candidate set pruning, and the statistics monitor. The internal 

subgraph/supergraph query processors check whether the query is a subgraph or supergraph of 

previous queries and execute queries using cached queries and their answer sets.  

HGraph is a parallel and distributed tool for processing large scale graphs on top of Hadoop 

and Spark [15]. HGraph consists of the application layer, the execution layer, and the distributed 

storage layer. The application layer supports the APIs for implementing a program for large scale 

graph processing. The distributed storage layer is based on the Hadoop File System (HDFS) and 

Spark RDD. HGraph uses two types of operators: unary operators and binary operators. Unary 

operators are logical graph operators that take a single input graph. Binary operators perform 

operations on two input graphs. HGraph operators run in memory and switch to the local disk when 

both the physical and virtual memory are completely saturated. 

In [46], query processing algorithms are proposed based on a worst-case optimal join algorithm 

in a continuously changing large graph. To support distributed processing of the recent worst-case 

optimal join algorithms, three distributed algorithms are introduced: BiGJoin, Delta-BiGJoin, and 
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BiGJoin-S. BiGJoin is a distributed algorithm for static graphs that achieves a subset of theoretical 

guarantees. Each operation that BiGJoin performs on each tuple corresponds to an operation in the 

serial execution of generic join. Therefore, BiGJoin inherits its computation and communication 

optimality from generic join. Delta-BiGJoin is a distributed algorithm for dynamic graphs in insert 

only environments. BiGJoin and Delta-BiGJoin are implemented in Timely Dataflow, which is a 

distributed data parallel dataflow system in which one connects dataflow operators describing 

computation using dataflow edges describing communication. BiGJoin-S is a distributed algorithm 

for static graphs that achieves all theoretical guarantees, including balancing the workload between 

distributed workers on any input instance. 

MapReduce based multiple subgraph query processing (MSP) was proposed to process multiple 

graph queries in Hadoop [47]. MSP uses structure based partitioning and an integrated graph index 

(IGI) to reduce the query search space. The structure based data partition stores the subgraphs with 

similar labels and structures on one node to improve the default partition provided by MapReduce. 

The IGI created by the method proposed in [48] keeps all neighborhood information of the graphs to 

extract common subgraphs. MSP performs two MapReduce operations: the first partitions the graphs 

and creates an index for each partition; the second processes subgraph queries and index 

maintenance. For query processing, MSP checks whether all edges of the query exist in that IGI. If all 

the edges are not present in the IGI, the query is filtered. In the validation, only the necessary IGIs 

are loaded based on the preprocessing phase. 

3. The Proposed Distributed Subgraph Query Processing  

3.1. Overall Architecture  

In the case of a path subgraph query, searching for a certain vertex can have a significant impact 

on the search to minimize candidate results that satisfy partial query conditions. If there are countless 

starting vertices that are searched first, numerous parallel searches are performed, leading to a larger 

number of unnecessary searches than the number of vertices actually required for the search. 

Furthermore, even if the search is performed starting with an appropriate number of vertices, the 

connected neighbor vertices all have to be searched, indicating that there are countless cases to search 

according to the number of connected edges. Therefore, the proposed method calculates the filtering 

score to search for the subgraph that matches the query with a smaller number of searches, while 

reducing unnecessary searches. A vertex with a high filtering score can filter more unnecessary 

searches. If the search is performed in the search order of the vertices from the highest to the lowest 

score, the search time can be reduced further. The filtering score is calculated through the probability 

density functions considering the data distribution characteristics. 

Figure 1 shows the overall architecture of the subgraph query processing method on Spark. In 

the distributed environment, the graph is distributed according to the partition policy and stored in 

multiple slave nodes, and the statistics are collected for the entire graph. The collected statistics 

include the number of vertices for each label and the degree of each label. As the search order has a 

significant impact on the performance in the path query, we compute a filtering score to determine 

the search order for query processing. The filtering score is calculated based on the statistical 

information to reduce unnecessary searches. The parallel searches are performed at each slave node 

in Spark according to the determined search order. The query is partitioned into triplets according to 

the filtering score to perform parallel searches. As the data are distributed and stored in different 

nodes, it is necessary to join the results that have been locally searched in each slave node. The search 

results are transmitted for joining through communication between the slave nodes, and the results 

are finally joined at one slave node. 
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Figure 1. Overall architecture of the proposed query processing. 

3.2. Filtering Score 

Statistical information regarding the graph is collected to calculate the filtering score used for 

determining the search order. The information collected as statistics includes the graph’s labels and 

degree. In general, path subgraph queries first search for vertices with the same label as vertices 

included in the query. In the graph, vertices with fewer labels matching the query can produce 

relatively fewer candidate result sets than vertices that do not. Therefore, it is necessary to first search 

for vertices that match the labels included in the query less. It is efficient to exclude the vertices with 

a smaller degree than the degree of the query because even if they are searched, they pertain to paths 

that are not likely to develop into the query. We calculate the probability of a particular degree 

occurring at a certain vertex and use it for the cost prediction of the path. 

Suppose G and Q are the vertices of a graph and a query with the same label. If matching vertices 

are searched starting with every G, then as the number of labels L increases, the number of vertices 

where the search starts will increase linearly. In Figure 2, more searches are required in the case of 

searching for the path starting with 𝑣ସ, where the number of the same labels is 1 in Figure 2 (a), 

compared to the case of searching for the path starting with 𝑣ଷ and 𝑣଺, where the number of the 

same labels is 2. Therefore, our proposed method collects the statistics for the number of labels at 

each vertex of G, and the vertices with a small number of labels are selected as the starting vertices. 
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(a) Graph (b) Query 

Figure 2. Difference in the number of labels. 

When vertices matching the query are searched, vertices having smaller degrees than the degree 

of the query vertex do not need to be searched. For example, if vertices with the label A of the query 

are searched, as shown in Figure 3, 𝑣ଷ and 𝑣଺ will be searched. If the degree of vertex 𝑣௜ is 𝐷௜, 𝐷ଷ 

and 𝐷଺ are 4 and 1, respectively. Since the degree of the vertex with the label A of the query is 2, 𝑣ଷ 

with degree 4 has to be searched, but 𝑣଺ with degree 1 has no possibility of becoming the query 

result. Vertices having degrees smaller than the degree of the query can be filtered out. Therefore, we 

calculate the filtering score for avoiding the vertices to be searched depending on the difference in 

the degree. 

 

 

(a) Graph (b) Query 

Figure 3. Difference in the degree. 

When real world data are modeled as a graph, the distribution of the vertices and their edges 

shows a particular tendency depending on which data are used. Simply, the normal distribution will 

be shown where the vertices of the graph and the edges connected to the vertices are evenly 

distributed. However, many graph applications show a power-law distribution where a small 

number of vertices has many edges [23,49,50]. If the vertices of the graph and the edges connected to 

the vertices show a certain distribution, we herein calculate the probabilistic filtering scores that will 

be excluded from the search and determine the search order to decide which vertices of the query 

will be searched with higher priorities. The search order is determined based on the filtering score, 

and the filtering score is calculated in two cases. The first case divides a normal distribution where 

the vertices of the graph and their degrees are evenly distributed and a case of showing a power-law 

distribution where the degrees are concentrated on a certain vertex. Subsequently, the degree of the 

pertinent vertex is predicted through the probability density function of the corresponding 

distribution, and the probabilistic search order is determined based on the predicted value. The 
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second case determines the search order of the vertices through the average degree of the vertices 

having the label corresponding to the query. 

The proposed method defines a filtering score to determine the search order for query 

processing. The filtering score is the filtering probability calculated through the probability density 

function and the proportion of a certain label in the total labels obtained through the statistics 

collection stage. The filtering probability considers different probability density functions because it 

can show a different distribution depending on the graph characteristics. The first method calculates 

through the probability density function of a normal distribution, denoted by normalFS. The second 

method calculates through the probability density function of a power-law distribution, denoted by 

powerFS. The last method calculates using the average degree of a particular label without 

considering the probabilistic distribution of data, denoted by avgDgFS. 

Assuming that the vertices of the graph and their degrees follow an evenly distributed normal 

distribution, Equation (1) shows the probability density function 𝑓(𝑥),  where 𝑥 is the degree of the 

vertices with label L as a variable for calculating the probability density function, 𝜇 is the average 

degree of the vertices, and 𝜎is the standard deviation of the degree of the vertices.   𝑓(𝑥) = ଵఙ√ଶగ 𝑒ି(ೣషഋ)మమ഑మ                                     (1) 

Assuming that a vertex 𝑣௜  with the same label 𝐿 exists in the graph and query, 𝐺௅(𝑣௜) and 𝑄௅(𝑣௜) in the probability density function denote the probability that the corresponding degree will 

occur, respectively, and the area of 𝑄௅(𝑣௜)~𝐺௅(𝑣௜) is the probability that can filter, without searching, 

the vertex 𝐺௅(𝑣௜)  that has a smaller degree than the degree of 𝑄௅(𝑣௜)  according to the 

aforementioned difference in the degree. Therefore, the area from the degree of G to that of 𝑄௅(𝑣௜) 

for the selection of the starting vertex is called 𝐹𝑃ே஽(𝑣௜), as shown in Equation (2). 𝐹𝑃ே஽(𝑣௜) = ׬ ଵఙ√ଶగ 𝑒ି(ೣషഋ)మమ഑మ 𝑑𝑥ொಽ(௩೔)ீಽ(௩೔)                           (2) 

According to [51], the relation between the vertices and their degrees in a graph of the real world 

follows a power-law distribution, and the probability that such vertices and degrees occur is 

generally 𝑃(𝑑) ∝ 𝑑ିఈ, with α ≈ 2. Furthermore, [52] showed that a power-law distribution can be 

expressed as a probability distribution called a zeta distribution or Pareto distribution. If the vertices 

and edges in the power-law distribution have an exponential relationship of 2, then the variable s in 

the zeta function can be specified as 2. The zeta function converges to a specific value, and the 

probability density function of the Pareto distribution can be expressed as Equations (3) and (4). 

Therefore, the probability density function of the power-law distribution can be represented by 

Equation (5). 𝜁(𝛾) = ∑ ଵ௞ംஶ௞ୀଵ                                      (3) 𝜁(2) = ∑ ଵ௞మஶ௞ୀଵ = గమ଺                                    (4) 𝑓(𝑥) = ଺(గ௫)మ                                       (5) 

Let 𝑣௝ be the vertices of the graph having the same label as the query. In the probability density 

function, 𝐺௅(𝑣௜) and 𝑄௅(𝑣௜) represent the probability that the corresponding degree will occur, and 

the area of 𝐺௅(𝑣௜)~ 𝑄௅(𝑣௜) is the probability that can filter, without searching, the vertex 𝐺௅(𝑣௜) that 

has a smaller degree than 𝑄௅(𝑣௜) based on the aforementioned difference in the degree. Therefore, 

the area from the degree of 𝐺௅(𝑣௜) to that of 𝑄௅(𝑣௜) is called 𝐹𝑃௉஽(𝑣௜), as shown in Equation (6), for 

the selection of the starting vertex. 𝐹𝑃௉஽(𝑣௜) = ׬ ଺(గ௫)మொಽ(௩೔)ீಽ(௩೔) 𝑑𝑥                                (6) 

When a query is entered as an input, the filtering score is calculated for all vertices of Q based 

on the collected statistical information. For the filtering score, we consider the value calculated using 

the three methods explained in the previous section and the proportion of a certain label in all labels 

collected in the statistics collection stage. The filtering scores are classified into normalFS, powerFS, 

and avgDgFS according to the distribution characteristics, as shown in Equations (7)~(9), 

respectively. Table 1 shows the description of the parameters in Equations (7)~(9). 𝑛𝑜𝑟𝑚𝑎𝑙𝐹𝑆(𝑣௜) = ௏ಽ௏ೌ೗೗ × 𝐹𝑃ே஽(𝑣௜)                               (7) 
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𝑝𝑜𝑤𝑒𝑟𝐹𝑆(𝑣௜) = ௏ಽ௏ೌ೗೗ × 𝐹𝑃௉஽(𝑣௜)                               (8) 𝑎𝑣𝑔𝐷𝑔𝐹𝑆(𝑣௜) = ௏ಽ௏ೌ೗೗ × 𝐴𝐷௅(𝑣௜)                               (9) 

Table 1. Description of the parameters. 

Parameters Description 𝐹𝑃ே஽(𝑣௜) Filtering probability of normal distribution 𝐹𝑃௉஽(𝑣௜) Filtering probability of power-law distribution 𝑉௅ Number of vertices with label 𝐿 in graph 𝐺 𝑉௔௟௟ Total number of vertices in graph 𝐺 𝐴𝐷௅(𝑣௜) Average degree of collected labels 

3.3. Query partitioning 

A vertex that has the highest filtering score among the vertices of the query is selected as the 

starting vertex, and the query is partitioned into triplets comprising a vertex having the next highest 

filtering score among the neighbor vertices connected to the starting vertex. The triplet consists of <𝑇𝑉௜ , 𝐸௜ , 𝐻𝑉௜ >. Here, 𝑇𝑉௜ stores tail vertex information with the highest filtering score in the query, 𝐻𝑉௜ stores head vertex information with high filtering score among neighbor vertices of 𝑇𝑉௜, and 𝐸௜ 
stores edge information. The initial start vertex is set to NULL by 𝑇𝑉௜ and 𝐸௜. Query partitioning is 

performed for all neighbor vertices connected to the starting vertex. When the partitioning with the 

neighbor vertices is finished, the same operation is performed at the vertex with the next highest 

filtering score among the vertices connected to the neighbor vertices of the starting vertex.  

Algorithm 1 shows the query partitioning. Once the starting vertex and the search order are 

determined, they are registered as a round in accordance with the determined search order. The 

round represents the search order of performing a parallel process at each slave node, and the next 

round is performed only after finishing the previous round. The starting vertex with the highest 

filtering score is registered as 𝑅଴. The vertex that has the next highest score among the neighbor 

vertices connected to the starting vertex is registered as the next round. When the round registration 

for all neighbor vertices connected to the starting vertex is finished, the same operation is performed 

for the neighbor vertices of the starting vertex. As a result, all vertices of the query are partitioned in 

the order from the highest to the lowest filtering score and the partitioned triplets are registered in 

qRound. 

Algorithm 1 Query partitioning 

Input:  

QLabelList : query label 

NeighborVertexList : neighbor vertices 

filteringScore : filtering score  

Output:  

qRound = {TL1, TL2, ..., TLn} : triplets to indicate query search order 

while QLabelList ← ∅ 

add QL (top filteringScore of QLabelList) to qRound 

remove 𝑄௅ in QLabelList; 

if 𝑄௅’s NeighborVertexList is empty 

add top filteringScore of neighbor vertex of 𝑄௅’s NeighborVertexList to qRound 

remove 𝑄௅ in QLabelList; 

else 

add top filteringScore of 𝑄௅’s NeighborVertexList to qRound 

remove 𝑄௅ in QLabelList; 

end if 

end while 

return qRound 
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Figure 4 shows the process of dividing a query into triplets. First, we construct triplets by finding 

the highest vertex in the query graph and performing a depth-first search (DFS) based on that vertex. 

Suppose query Q consists of five vertices and the number next to the vertex is the filtering score. Since 

the vertex with label A has the highest filtering score, we set the vertex with label A as the starting 

vertex and add the initial triplet 𝑇𝐿ଵ to qRound. When the starting vertex is selected, triplets are 

added to qRound while continuously performing DFS based on the filtering score. With a vertex with 

label A as the starting vertex, a neighbor vertex with a high filtering score is selected as 𝑇𝐿ଶ and 

added to qRound. While this process is repeated until DFS is finished, triplets for the query are 

registered in qRound. 

 

Figure 4. An example of query partitioning. 

3.4. Distributed Query Processing 

The proposed method works as a master-slave architecture in a Spark environment. The master 

node calculates a filtering score through statistical information collection. The query is partitioned 

based on the filtering score and the query processing rounds are registered. The master node instructs 

each slave node to perform the query according to the search order. The slave nodes that have 

received the instruction perform the search in their own partitions and record the results in the result 

table. Each slave node generates intermediate results according to the search order registered in the 

qRound and combines the intermediate results generated from each slave through join operations to 

deliver the final results to the master node. 

Algorithm 2 represents a distributed query processing process performed in a slave. Triplets are 

stored in the qRound according to the order in which query processing is performed. Each slave 

searches the graph according to the triplet order registered in the qRound, generating intermediate 

results with matching labels. When the first round 𝑅଴ is performed for the subgraph query, each 

slave node searches all vertices with the label selected as the starting vertex. After that, in the second 

round 𝑅ଵ, the neighbor vertex with the label of 𝑅ଵ connected to the vertex with the label of the 

starting vertex is searched. The next round is searched through the ID of the vertex recorded in the 

search result. When 𝑅଴ is performed according to the query processing rounds, each slave node 

searches for all vertices with the label selected as the starting vertex. Subsequently, 𝑅ଵ is performed, 

and the neighbor vertices with the label 𝑅ଵ connected to the vertex labeled as the starting vertex are 

searched and recorded. In the next round, the search is performed based on the ID of the vertices 

recorded in the search results. Based on this, the search is only performed for the neighbors of the 

vertices obtained in the previous round, and the processing cost can be efficiently reduced because 

there is no need to search again from the vertices that were not needed in the previous search. Each 

slave stores partitions divided by a vertex-cut method, and the vertex that becomes the basis for 

division is replicated to each slave. When we encounter replication vertices while searching a graph 

using triplets according to the qRound order, we set a join tag because query processing is no longer 
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possible on the current slave node. Candidate results in slave nodes are joined based on the vertex to 

which the join tag is assigned. 

Algorithm 2 Distributed Query Processing 

Input:  

QLabelList : query label 

qRound : query search order 

G : graph  

Output:  

resultsubgraphs : Result subgraph 

resultsubgraphs ← ∅  

temp ← find vertices and edges with same label as query via G(QLabelList)  

while round ← qRound  

  headLabel ← round.head // label of a head vertex 

tailLabel ← round.tail // head of a tail vertex 

rvertex ← find vertices that match the query label via temp(headLabel, tailLabel) 

expand resultsubgraphs  

  if resultsubgraphs is not expandable via the next round 

if rvertex is partitioned vertex  

add join tag to partitioning vertex  

resultsubgraphs += rvertex  

else  

break  

end if 

end if 

end while  

exchange resultsubgraphs between slave nodes for join processing  

resultsubgraphs ← join with other partition  

return resultsubgraphs 

Figure 5 shows the intermediate search results by round. As a result of performing  𝑅ଵ , 𝑣ଵ 

connected to 𝑣ଷ can be searched, but the graph has no vertex with a label A connected to 𝑣ଷ-𝑣ଵ in 𝑅ଶ. Therefore, (𝑣ଷ,𝑣ଵ) is excluded in the result of 𝑅ଶ. As (𝑣ଷ,𝑣ଵ) has been removed in 𝑅ଷ, there is no 

need to search for the vertices with a label D connected to 𝑣ଵ. If a vertex due to the graph partitioning 

is encountered in the process of searching according to the round in each partition, there may be more 

vertices connected to the pertinent vertex in the replicated partition, but this information cannot be 

known in the current partition. Therefore, a join tag is marked on the corresponding vertices of all 

partitions that have replicated the vertex, and the next search is commenced. The join tag is used 

when sending/receiving the search result between the slave nodes after the local search. The join tag 

is a mark used to store only intermediate results that require joins to avoid storing unnecessary 

intermediate results. In 𝑅ଶ, a replicated 𝑣ସ is obtained, and a join tag is marked. As the vertex with 

a join tag indicates that there is a path in another partition, the search begins again at the vertex with 

the join tag in 𝑅ଷ, which is the next round. As such, owing to the method of performing the next 

round only for the results of the previous round, there is the advantage that the size of the table 

recording the results is gradually reduced, and unnecessary searching is not performed. 
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(a) Graph G and query Q 

 
(b) Search results 

Figure 5. Search results by round. 

Figure 6 shows the results of such search result joins. When the partitioned query searches are 

finished, an intermediate search result table is created in each partition, and the intermediate result 

tables are sent/received using communications between the partitions for the join. Because the search 

is performed asynchronously in each partition, the completion time of each search is different. The 

partitions that have finished searching already and are in the waiting state send their intermediate 

result tables if there is another partition that has finished the search. As the cost required for the 

communication increases as the size of the table increases, the communication cost can be reduced if 

a table of a small size is transmitted. The partition that has received the intermediate result performs 

the join with its own intermediate result table.  
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Figure 6. Joining of search results. 

4. Performance Evaluation 

4.1. Analysis 

Various distributed query methods have been proposed to effectively perform subgraph search 

on large graphs. Distributed subgraph query processing methods are divided into filtering and 

verification and pathbased processing according to the query processing technique. GraphCache [33] 

is a representative filtering and verification method to improve graph query processing through 

caching data. When a query similar to a previously performed query comes in, it generates a 

candidate result using the cached query and the query execution result, and performs a verification 

phase to generate the final result. However, when a new query that has not been previously 

performed is requested, the filtering phase is performed. MSP [47] is an FTV that processes multiple 

subgraph queries through MapReduce framework. MSP uses an index called IGI, which is available 

in the filtering phase and the verification phase in a distributed environment. IGI integrates common 

subgraphs to reduce the cost of processing multiple queries. When edge labels integrate different 

vertices, instead of adding vertices and edges separately, we reduce the size of the IGI by adding 

edge information to the vertices. During the verification phase, HDFS does not load all the IGIs, but 

only the required IGIs. HGprah[15] is a prototype tool for distributed graph processing in Hadoop 

and Spark. HGraph has a master-slave structure, and the master manages the workflow, and the 

actual distributed processing is performed through the slave. HGraph does not provide a separate 

query processing method and uses Hadoop and Spark's execution engine. DWJ [46] is a method for 

processing both static and dynamic queries in a distributed environment based on the worst-case 

optimal join algorithm. [46] proposed a path based processing method that supports both static and 

dynamic queries in a distributed environment based on the worst-case optimal join algorithm. It 

constructs an edge index to access outgoing and incoming neighbors based on each vertex. DWJ can 

be applied to directional queries with specific patterns and provides an extended function for using 

static query results for dynamic query processing. [37] performs path based query processing in a 

master/slave environment. The master divides the query into triplets and delivers them to all slaves. 

Each slave selects a specific vertex based on the received triplets and performs a search along the 

direction of the edge connected to the vertex. When the search for one triplet is completed, each slave 

transmits the search result to the master and expands the search area based on the other triplet. 

Therefore, it constructs an index and does not perform an isomorphism test. However, since the 

search is performed based on the arbitrary vertices included in the query, unnecessary comparisons 

are performed to produce results satisfying the query.  

The filtering and verification method generates a candidate set through an index in the filtering 

step. Since the candidate set contains results corresponding to false positives, it is verified through 
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the verification step. The filtering and verification method requires the cost of constructing and 

managing the index for the graph, and there is a cost difference depending on the method of verifying 

the candidate set. Path based processing creates a set of candidates that match queries while exploring 

neighbor vertices based on a specific vertex without constructing an index. The search is performed 

for all connected vertices, and if a vertex matching the query is found, the vertex ID is recorded, and 

up to the ID of the vertex recorded at the end of the search is a subgraph matching the query. 

However, existing path based processing has not presented a method for generating candidate results 

that satisfy queries at minimal cost. That is, it performs random comparison without presenting a 

criterion for determining which vertex is good to start processing the query based on. The search cost 

increases linearly if the number of vertices matching the label of the vertex that begins processing the 

query is large or if the degrees of those vertices are large. The proposed method computes filtering 

scores to reduce the cost of exploring neighbor vertices in the process of generating a set of candidates 

satisfying the query. The query is divided into triplets based on the vertex with a high filtering score 

among the vertices included in the query. The master delivers the search order to each slave, and the 

slab performs the search on its partition and generates an intermediate result. It generates a final 

result by performing a join operation on the calculated intermediate result in each slave. In this case, 

in order to reduce the transmitted intermediate result, a slave with a small size of the intermediate 

result delivers the intermediate result to another slave.  

Table 2 shows the results of comparative analysis of the characteristics of the existing methods 

and the proposed method for processing distributed subgraph queries. Methodology, FAV , and Path 

represent a query processing method, filtering and verification, and  a path based processing 

technique, respectively. Environment is a system environment that performs queries, and 

GraphCache does not provide distributed processing, but the proposed and other methods support 

distributed processing. Query Type represents the type of query supported by each method, and 

Random represents the support of arbitrary subgraph searches on labeled graphs. Most methods are 

random, but DWJ only supports subgraph searches with specific patterns on diversity graphs. Index 

represents an index used for query processing in each method. The filtering and verification method 

uses indexes, but path based methods do not use indexes. Since HGraph is a framework for 

distributed subgraph processing, it does not specifically present a specific index or query processing 

method. Verification indicates whether an isomorphism test is performed on a candidate set, and 

only the filtering and verification method performs Verification. The search order indicates whether 

it provides a search order of vertices for query processing, and other methods except for the proposed 

method do not provide a separate processing order. In particular, the filtering and verification 

method quickly generates a candidate set through an index, but a verification step must be performed 

for all candidate sets. 

Table 2. Characteristic comparison of distributed query processing schemes. 

Schemes Methodology Environment Query Type index Verification Search Order 

GraphCache[33] FAV Single Random 𝐺𝐶௜௡ௗ௘௫, 𝑀௜௡ௗ௘௫ 0 X 

MSP[47] FAV Hadoop Random IGI 0 X 

HGraph[15] - Hadoop, Spark Random - - X 

DWJ[46] Path Timely Dataflow Directed  Edge index X X 

SPQ[37] Path Spark Random X X X 

Proposed Path Spark Random X X Filtering score 

4.2. Evaluation Results 

To demonstrate the superiority of the proposed method, we performed self-performance 

evaluation according to various distributions of graphs in various datasets and compared the 

performance with existing schemes. Table 3 shows the performance evaluation environment, 

comprising an Intel(R) Core(TM) i7-6700 CPU 3.40GHz processor, and 30GB memory. In order to 

perform the experimental evaluation in a distributed environment, we constructed three Spark based 

clusters and implemented them through Scala in GraphX. To evaluate the query processing 
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performance across a variety of datasets, we used real datasets provided by Stanford [53] and 

randomly generated datasets created through the graph generator software GTgraph [54], as shown 

in Table 4. Suny_dip is a biology dataset, comprising approximately 20,000 vertices and 70,000 edges. 

Dblp is a coauthor network dataset, comprising approximately 400,000 vertices and 1 million edges. 

Skitter is an Internet topology dataset, comprising approximately 1.7 million vertices and 11 million 

edges. GTgraph is a randomly generated dataset with the same number of vertices and edges as the 

skitter dataset. The datasets were generated such that the vertices and their degrees would be evenly 

generated. Various methods for processing subgraph queries have been proposed. Query processing 

methods performed in a single server environment do not incur communication costs to distribute 

queries and sign up for distributed query processing results. However, query processing methods 

performed in a single server environment increase query processing time because they perform query 

processing while visiting vertices sequentially. Therefore, distributed processing methods are 

required to improve the processing performance of large subgraph queries. Various schemes have 

been proposed for the distributed processing of subgraph queries. However, they have various 

conditions and purposes of subgraph queries and different distributed environments. [46] supports 

query processing for a specific connected pattern for a directed graph in a Timely Dataflow 

environment [37] provides a query processing method for any subgraph in a Spark environment, 

similar to the proposed method. 

Table 3. Performance evaluation environment. 

Parameter Value 

Processor Intel(R) Core(TM) i7-6700 CPU 3.40GHz 

Memory 30G 

Number of clusters 3 

Programming language Scala 

Table 4. Datasets used in the performance evaluation. 

Dataset Vertices Edges Description 

suny_dip 22,596 69,148 Biology data 

dblp 425,961 1,049,866 Coauthor network 

skitter 1,696,415 11,095,298 Internet topology 

GTgraph 1,696,415 11,095,298 Randomly generated graph 

To show the superiority of distributed query processing using the proposed filtering scores, we 

compared the proposed distributed query processing scheme with an scheme proposed in [37] . 

Query processing performance depends on the dataset and query types used in the experiment. 

Therefore, we defined four query types for the randomly generated dataset and the real dataset and 

compared the average search time required for query processing by generating 10 queries for each 

query type. Figure 7 shows the query types used to compare the search time. Queries Q1~Q4 show 

large structural differences. Query Q1 has a structure, wherein one vertex and another vertex are 

simply connected; Q2 has a structure of concentration on one vertex; Q3 has a structure of 

concentration on two vertices; finally, Q4 is a query with a structure, wherein a simple structure is 

mixed with a structure of concentration on a small number of vertices. 
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Figure 7. Query types according to the structure. 

Figure 8 shows the search times according to the distribution of the graph in the randomly 

generated dataset and real dataset. In the calculation for the degree, Case 1 is divided into a normal 

distribution and a power-law distribution according to the distribution, and the score is calculated 

based on the probability of the degree of the query occurring in each distribution. The normal 

distribution and power-law distribution are denoted by normalFS and powerFS, respectively. Case 2 

is a method of calculating the score based only on the average degree in the graph, and it is denoted 

by avgDgFS. The dataset generated randomly through GTGraph was used as the normal distribution 

data in the experiment, and the real dataset was used as the power-law distribution dataset. 

Regardless of the data, Case 1, wherein the score was calculated based on the probability density 

function’s filtering probability and the number of labels, demonstrated better performance than Case 

2, wherein the score was calculated based on the average data and the degree. This was because the 

graph’s vertices and degrees followed a certain distribution. The average value provided only the 

baseline value and did not compensate for the values outside the baseline. Conversely, the calculation 

using the probability density function in Case 1 showed excellent performance in most cases because 

it provides paths that can perform the query with a smaller number of searches using the statistical 

information of the real dataset. 

 

Figure 8. Search time according to the graph distribution. 
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Figure 9 shows the search time according to the datasets. In relatively small Sunny_dip and dblp 

datasets, the order in which query processing is performed by filtering scores does not have a 

significant impact, but the proposed method shows slightly better performance. The existing method 

[37] begins the search based on vertices with matching labels without any special search order, which 

results in more candidate results in datasets with many vertices and edges, such as Skitter, resulting 

in poor performance than the proposed method. The time required for determining the search order 

by calculating the filtering score through the collected statistical information and partitioning the 

query was not long compared to the search time. The proposed method performs better than the 

existing method because it performs path comparison based on vertices that are likely to generate not 

many candidate results through filtering scores. In the proposed method, powerFS considering the 

power-law distribution shows superior performance compared to avgDgFS considering the average 

degree. In particular, the larger the graph, the more power-law distribution characteristics are, the 

more performance differences occur in the Skitter dataset. 

 

(a) Suny_dip 

 
(b) Dblp 
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(c) Skitter 

Figure 9. Comparison of search time according to the dataset. 

Figure 10 shows the search time among query types in the randomly generated dataset. Since a 

query compare vertices that exist in a structurally simple path based on a particular vertex, a large 

set of candidates does not occur. Therefore, there is not much difference in performance between the 

existing method and the proposed method. It may be seen that query processing time increases 

because there are more neighbor vertices to be compared in queries Q2~Q4 than Q1. The existing 

method [37] increases the search time compared to the proposed method because the number of 

vertices to be compared increases as the search range expands when there are many vertices that 

match a specific label. However, the proposed method improves query processing performance 

compared to the existing method because it extends the search range based on vertices that are 

believed to generate a small set of candidates through filtering scores even if the query is complex. 

Although the difference in the search time is not large between the queries, the performances of 

normalFS and avgDgFS in the proposed method are excellent in terms of the search methods. The 

performance difference was not large between the query types in the randomly generated dataset. In 

addition, a simple form of query did not show a large difference in the performance evaluation of the 

real dataset. 

 

Figure 10. Comparison of search times among query types in randomly generated data. 
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Figure 11 shows the search time between query types in the real dataset. The real data set has 

various distributions of vertices with specific labels based on specific vertices. Therefore, when the 

filtering score is applied according to the query type, there is a large difference in performance. Query 

Q1 searches only one neighbor vertex based on a particular vertex, and query Q2 compares multiple 

neighbor vertices based on one vertex, but only needs to expand the search scope once. Therefore, 

determining the search order through Q1 and Q2 filtering scores does not have much effect on 

performance. However, the proposed method can reduce the number of vertices to be compared next 

based on the starting vertex, resulting in some performance improvement over the existing method. 

Since queries Q3 and Q4 extend the search range based on specific vertices, reducing the number of 

vertices to be compared while generating candidate results has a significant impact on performance. 

Existing methods should compare all neighbor vertices for each vertex if there are many vertices in 

the graph that match the label of the vertex included in the query. Therefore, if the vertex to be 

compared increases, such as Q3 and Q4, the performance is degraded. However, the proposed 

method can reduce the vertices to be searched additionally for a relatively small set of candidates 

because filtering scores determine the order to be searched. As a result, the more complex the query 

is, the more performance the proposed method is relatively better than the existing method. In the 

case of Q4, the most noticeable performance difference was shown in the comparison with the 

existing method. The proposed method shows strength in queries of a mixed structure, such as Q4, 

because the search method of paths that can create the query with a small number of searches 

involves predicting the probability of each vertex occurring in the graph for the query, rather than 

random searching. 

 

Figure 11. Comparison of search time between query types in real data. 

5. Conclusions 

In this paper, we proposed a distributed query processing method to search a subgraph on 

Spark. In this method, the filtering score is calculated to eliminate unnecessary searches in the query 

search through the distribution of the vertices of the graph and their edges. Based on the calculated 

filtering score, the vertex that can be filtered most is selected as the starting vertex, and the search is 

performed by partitioning the query into subqueries of smaller units depending on the filtering score. 

This facilitates a faster search for the subgraphs compared to the existing methods. In the evaluation 

results, the proposed method demonstrates a performance improvement compared to the existing 

methods in the real dataset. Although the absolute performance improvement does not appear to be 

high, the relative performance has been proven to be excellent because there is no disk I/O in Spark, 

a distributed in-memory environment. The proposed method is difficult to apply in other distributed 

environments because subgraphs are processed through filtering scores on Spark. In the future, we 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 20 July 2023                   doi:10.20944/preprints202307.1394.v1

https://doi.org/10.20944/preprints202307.1394.v1


 19 

 

will conduct research to apply the proposed method to heterogeneous graphs and to reduce the cost 

of join computation in a distributed environment. In addition, to demonstrate the relative superiority 

of distributed query processing methods, we will conduct performance evaluations with state-of-the-

art studies using datasets with varying configurations of vertices and edges on a single server.  
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