
Article

Not peer-reviewed version

A Model Calibration Approach to

U-value Measurements with

Thermography

Dhruvkumar Patel , Jacob Estevam Schmiedt 

*

 , Marc Röger , Bernhard Hoffschmidt

Posted Date: 19 July 2023

doi: 10.20944/preprints202307.1355.v1

Keywords: U-value; heat capacitance; thermography; model calibration; building energy performance

Preprints.org is a free multidiscipline platform providing preprint service that

is dedicated to making early versions of research outputs permanently

available and citable. Preprints posted at Preprints.org appear in Web of

Science, Crossref, Google Scholar, Scilit, Europe PMC.

Copyright: This is an open access article distributed under the Creative Commons

Attribution License which permits unrestricted use, distribution, and reproduction in any

medium, provided the original work is properly cited.

https://sciprofiles.com/profile/1958576
https://sciprofiles.com/profile/2593367


Article

A Model Calibration Approach to U-Value
Measurements with Thermography

Dhruvkumar Patel 1, Jacob Estevam Schmiedt 1,* , Marc Röger 2 and Bernhard Hoffschmidt 3

1 Deutsches Zentrum für Luft- und Raumfahrt e.V. (German Aerospace Center), Institute of Solar Research,

Karl-Heinz-Beckurts-Str. 13, 52428 Jülich, Germany
2 Deutsches Zentrum für Luft- und Raumfahrt e.V. (German Aerospace Center), Institute of Solar Research,

Paseo de Almería, 04001 Almería, Spain
3 Deutsches Zentrum für Luft- und Raumfahrt e.V. (German Aerospace Center), Institute of Solar Research,

Linder Höhe, 51147 Köln, Germany

* Correspondence: jacob.estevamschmiedt@dlr.de

Abstract: The thermal properties of a building envelope are key indicators of the energy performance

of the building. Therefore, methods are needed to determine quantities like U-values or heat

capacitance in a fast, reliable way and with as little impact on the use of the building as possible. In

this paper a technique is proposed that relies on a simplified electrical analogical model of building

envelope components which can cover their dynamic thermal behavior. The parameters of this model

are optimized to produce the best fit between simulated and measured outside surface temperatures.

As the temperatures can be measured remotely with an infrared camera this approach requires

significantly less installation effort and intrusion in the building than other methods. At the same

time, a single measurement provides data for a large range of locations on a facade or a roof. The

paper describes the method and a first experimental implementation of it. The experiment indicates

that this method has the potential to produce results which have an accuracy that is comparable to

standardized reference methods.

Keywords: U-value; heat capacitance; thermography; model calibration; building energy

performance

1. Introduction

The high share of energy consumption in the building sector is a global concern. In most climate

zones heating and cooling are responsible for the largest portion of energy consumption during

the operation of a building. In the EU private households alone were responsible for 27 % of the

final energy consumption in 2020. More than 60 % of this energy is used for space heating and

only 27 % of this energy comes from renewables and biofuels [1]. A reduction of energy demand

for heating and cooling will, therefore, help in curbing the greenhouse gas emissions. In general,

there are three major factors that determine the energy performance of a building: The behaviour

of the users, the efficiency of the HVAC system, and the thermophysical properties of the building

envelope. A key indicator for the latter one is the heat transfer coefficient (U-value) that is given

as the heat flux through an envelope element at a difference of 1 K between inside and outside air

temperatures. It has been observed frequently that design values which are based on information

from manufacturers of building materials or standard assumptions and U-values measured on real

buildings differ significantly [2–4]. In addition, for many old buildings the design values are not

known. So to close the energy performance gap between simulation and real energy use [5–7] and

to provide a solid basis for decisions about possible retrofit options, fast and accurate measurement

methods are required to measure real U-values of building envelopes. The heat capacitance of building

envelopes is another relevant quantity for its energy performance and the user comfort as it can flatten

peaks in heating and cooling demand [8].

There are standardized methods to determine the U-values of building envelope elements. These

rely on averaging procedures to approximate steady-state conditions and, therefore, require relatively
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long measurement times of several days. The most common one is the heat flux meter (HFM)

method [9] which uses air temperature sensors and heat flux meters that are attached to the building

element. Therefore, they only capture the heat flow through a small area and heterogeneities are not

detected.

Infrared (IR) thermography is a well known tool to qualitatively assess the insulation quality

of building envelops and to find heat bridges. For many years researchers are working towards a

quantitative evaluation of the thermal performance of building envelopes using thermography [10]. In

2018 a procedure standardized that is performed from the inside of a building and also attempts to

approximate a steady-state measurement [11]. Such approaches can cover larger areas and inform about

inhomogeneitis [12] but demand nearly constant environmental conditions, so that the measurements

usually must be repeated several times [11]. Tejedor et al. propose to use statistical tests or signal

modelling to reduce the necessary measurement duration [13]. However, the applicability of their

analysis is limited to measurements under external conditions that lead to a steady-state heat flow

through the building envelope. Attempts for quantitative external thermography with the steady-state

assumption can also be found in the literature [14,15] but their outcome is, naturally, much more

sensitive to changing external environment conditions.

Model calibration is an approach that does not rely on the steady-state assumption and, therefore,

is expected to give higher accuracy and allow for shorter measurement times than the standardized

methods [2]. In order to capture also the dynamic behaviour of the heat transport through the building,

envelope models may contain also thermal capacitor or thermal mass (TM) elements. Thus, model

calibration is also able to provide information about heat capacities. In literature, several approaches

are found that use measured energy consumption and weather data to determine an overall heat

transfer coefficient for the complete building envelope [16–18] which implies a strong influence of the

user behavior on the results. Other approaches use heat flux meter data to identify the local U-value or

thermal resistance at the respective measurement spot [2,19].

In this paper we present a model calibration approach to calculate U-values from time series

of IR images that does not rely on the steady-state assumption. As we use image data, the method

has the potential to give U-values for large portions of the building envelope that cover several

components from a single series of measurements. At the same time, they allow for a spatial resolution

of the U-values that is only limited by the resolution of the IR sensor in the camera. Therefore, it

can also provide information about the homogeneity of the building envelope from a single series

of measurements. In this paper we describe the general methodology of the approach and a first

application to a real wall under simplified environmental conditions.

2. Method

We use a model calibration approach to determine the U-value using IR thermography. For

this, teh building envelope is described by a physically informed lumped R-C model [20] as a series

of resistances (R) and capacitors (C) and cover the dynamics of the heat transfer. In the first two

subsections of this section the model details and the calibration procedure are described. In the third

subsection we describe the experimental setup that was used to test our method on a real wall. The

method is described here for a wall element. Necessary adaptations for other types of building envelop

elements are discussed in Section 4.

2.1. Envelope model

The system that our model has to represent is visualized in Figure 1 for the example of a wall

element. In the R-C model the wall is modelled as a series of thermal resistors and TM. The internal and

external boundary conditions are calculated from measured time series of environmental parameters.
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Figure 1. Sketch of processes that determine the heat flow through a wall element.

We build the model using the open source modelling language Modelica. The models for the

individual resistor and capacitor elements of the wall are taken from the Modelica Standard Library [21].

The visualization by the OpenModelica Connection Editor [22] of a model with two TM and three

resistors (2TM model) is shown in Figure 2. It represents a set of differential equations that approximate

a one-dimensional heat flow through the wall.

Figure 2. 2TM wall model without the boundary conditions.

A thermal resistor element stands for

q =
1

Rtherm A
(Tl − Tr) , (1)

where q is the heat flux, Rtherm is the thermal resistance of the element, A its area, and Tl,r are

the temperatures on the right and left side of the element, respectively. The capacitor or TM elements

stand for

CṪ = qA, (2)

where C is the heat capacity and Ṫ is the derivative of T with respect to time. The connections

with red lines mean that the temperatures at the connected points are set equal and that the heat flux

into one element equals the heat flux out of the other element. If one element is connected to more

than a single other element it means that the heat fluxes of those other elements are summed up.

In priciple, an arbitrary number of alternating resistor and TM elements can be used. Smaller

numbers of elements lead to a smaller parameter space which reduces the time of the calibration
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process. Larger numbers are more realistic representations of the real wall and, especially, reproduce

fast surface effects better that can appear, e.g., due to changing direct solar irradiation. Models with

two TM and three resistors have turned out to be a good trade-off in a series of experiments that we ran

and are frequently used in the literature [2,23,24]. If the wall is known to be approximately symmetric

the number of parameters can be further reduced by setting equal the resistances of the outer and

inner resistor elements and the thermal capacities of the two TM.

The boundary conditions are determined by the internal and external environmental conditions

that are illustrated in Figure 1. There are three processes that are considered here and add up as

contributions to the boundary conditions. One is convective heat exchange between the wall and the

surrounding air. Another one is the exchange of thermal long-wave (LW) radiation between the wall

and surrounding surfaces. And the third one is the absorption of solar short-wave (SW) radiation. In

our case we only consider short-wave radiation coming from the sun. The convective term is given by

qconv = h (Twall − Tair) , (3)

where h is the convective heat transfer coefficient, Twall is the surface temperature of the wall and

Tair is the air temperature. The long-wave radiation term is given by

qlw = εσ

(

T4
wall − T4

surr

)

, (4)

where ε is the emittance of the wall surface in the thermal infrared range, σ is the Stefan–Boltzmann

constant, and Tsurr is a weighted average over the radiation temperatures of the surrounding objects.

The short-wave radiation term is given by

qsw = αIGTI, (5)

where α is the absorptance of the wall surface in the short-wave range and IGTI is the global tilted

solar irradiance that hits the wall surface and depends on the position of the sun and the orientation of

the wall. In order to solve the differential equations, the minimum required knowledge to provide these

boundary conditions are the inside and outside air temperature and the global tilted solar irradiance

which can be measured directly or calculated from other solar irradiance measurements.

The whole system of ordinary differential equations with boundary conditions is implemented in

Modelica. Given the values of all parameters and the external conditions it can be solved to obtain

heat fluxes and temperatures for each element at every moment in time. We choose literature values

for for the emittance, the short wave absorptance, and the indoor convective heat transfer coefficient

hin. On the outside the choice of h depends on the wind conditions. In a protected spot with no or

almost no wind the convective heat transfer coefficient can be calculated using the Nusselt number Nu

that depends on Twall and Tair [25] as

hout =
Nu · k

L
, (6)

where k is the thermal conductivity of the wall and L is its height. If the wind speed implies

forced convection an appropriate model must be chosen according to the site-specific conditions. For

many situations the model by Liu and Harris [26] provides a good trade-off between accuracy and

simplicity. The U-value is obtained from these quantities as

U =
1

h−1
in + A ∑i Rtherm,i + h−1

out

. (7)

2.2. Model calibration

While the external and internal environment conditions can be determined directly by

measurements, the thermal resistances and capacities of the model elements that represent the bulk
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wall cannot be accessed by a direct measurement. However, these are particularly interesting because

they give a major contribution to the U-value of the wall and are responsible for its thermal storage

properties. These are determined by the model calibration process. We record a time series of surface

temperatures using an IR camera together with the environmental conditions that determine the

boundary conditions. Then we optimize the unknown resistances and capacities of the model, so that

the surface temperature predicted by the model, given the recorded environmental conditions, and

the measured time series of surface temperatures fit as well as possible. We have implemented the

optimization in a Python script that interfaces with the Modelica model through OMPython [22]. We

use the Levenberg-Marquardt method that is implemented in the LMFIT package [27] to minimize the

objective function

χ
2(R, C) =

N

∑
i=1

(

Tmeas
wall,i − Tmodel

wall,i (R, C)

σi

)2

, (8)

where N is the number of time steps for that measurements were taken, Tmeas
wall,i and Tmodel

wall,i are the

measured and predicted temperatures at time step i, respectively, σi is the estimated uncertainty of

the measured temperature at time step i, R is a vector that contains the resistance values of the model

elements, and C is a vector that contains the capacity values of the model elements.

To assess the quality of the fit we also calculate the reduced chi-square after the optimization as

χ
2
r =

χ2

N − np
, (9)

where np is the number of optimized parameters. The total thermal resistance for an element of a

location is the sum over the resistances of the resistor elements in the model.

2.3. Experimental setup

The experimental test of the proposed method is performed on a small test building which is

shown in Figure 3a. The wall that we used for the experiment is made of pumiced stone with light

weight concrete and has an area of A = 8 m2. It is a plastered single-layer wall and it has a U-value of

Uman = 1.21 W/m2K according to the manufacturer. The building was heated with a portable 9 kW

fan electrical heater inside. To reduce the complexity of the experiment, a tent was constructed over

the test building (see Figure 3b), so that short-wave solar irradiance and wind speed can be neglected

on the outside.

Figure 3. The test building without (a) and with covering tent (b).

Figure 4 shows the setup of the measurement spot. For reference measurements we use two heat

flux sensors which are installed directly on the bricks and covered with plaster. Another heat flux

sensor is attached to the outer surface of the wall and one on the opposite side of the wall inside of

the building. The surface temperatures were also measured with two NTC contact sensors. But their

measurements are not used in the following parts of this paper. An additional temperature sensor is

mounted on the wall but not attached to the surface, so that it measures the air temperature near the

wall surface. Inside the building, another air temperature sensor is installed. Two patches of crumbled

aluminium foil are attached to the wall. They serve as diffuse reflectors for long-wave radiation and
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are used to determine the long-wave radiation coming from surrounding surfaces which is required to

calculate the correct wall surface temperature and Tsurr in Equation 4 [12,28].

Figure 4. The setup of sensors for validation purposes on the measured wall and two blackbodies in

front of it. The blackbodies are used to have a better control of the IR camera uncertainty. The patches

of aluminium foil serve as a diffuse reflectors for thermal radiation from surrounding objects.

The IR camera was placed approximately five meters away from the wall on a tripod. Its field of

view covers the complete scene that is shown in Figure 4. We used a freshly calibrated microbolometer

camera with an accuracy of ±1.5 K and a wave length range from 7.5 to 14 µm. As the IR camera that

was used for the experiment did not correct properly for the varying radiation from its housing and the

readings changed with the outside air temperature, this correction had to be done in the post processing.

In Figure 4 two self-made black bodies can be seen in the bottom. These had different temperatures

and served as references for the correction process. We assumed a linear dependence between the

housing temperature and the deviation between the measured and real surface temperatures in the

relevant temperature range. This allows for estimating a simple linear correction function.

3. Experimental Results

An examplary image of the IR measurement is shown in Figure 5. In the experiment a series

of images was taken for five days with a frequency of one image per minute. We chose a region of

approximately 25 cm2 in the scene (see Figure 5) on the wall and used the manufacturer’s software

to extract the average temperature for this region in every image. Various values are reported in

the literature for the emittance of plaster but they are from a rather narrow range [29–31]. For

our calculation, we choose ε = 0.91 and for the indoor convective heat transfer coefficient hc,in =

2.5 W/m2K [32].
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Figure 5. An exemplary image from the IR time series. For the model calibration the temperature of a

small area that is marked with a yellow square and denoted A1 was used.

Figure 6 shows the complete time series of IR temperature measurements together with the

outcome of a simulation with the optimized set of resistance and capacitance values. For validation

purposes, simultaneous measurements of the NTC and heat flux sensors were taken. Using these

values with the standard heat flux meter method [9], a reference U-value Uref can be calculated from

the air temperature and heat flux data. We find Uref = 1.28 W/m2K which corresponds to a thermal

resistance of Rref = 0.098 K/W. The model calibration is used to determine the resistance values of

the resistor elements in the model which sum up to the total thermal resistance Rtot of the wall. The

calibration is performed for the complete time series of five days and several intervals within this

series. The results can be found in Table 1.

Figure 6. Time series of corrected IR camera readings and simulated surface temperatures for a period

of five consecutive days for the experiment at the test walls after optimization of wall resistance and

capacitance values.

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 19 July 2023                   doi:10.20944/preprints202307.1355.v1

https://doi.org/10.20944/preprints202307.1355.v1


8 of 13

Table 1. Results of the model calibration for the thermal resistance and the U-value using different

time periods.

Days Rtot [K/W] U
[

W/Km2
]

Deviation
from Rref [%]

χ2
r C [J/K]

1 – 5 0.085 1.47 13.2 0.04 1.53 ×106

1 – 3 0.083 1.51 15.4 0.04 1.39 ×106

2 – 4 0.086 1.46 12.6 0.03 1.83 ×106

3 – 5 0.087 1.44 11.7 0.02 1.65 ×106

1 0.081 1.55 17.8 0.05 1.22 ×106

2 0.085 1.47 13.3 0.01 1.88 ×106

3 0.086 1.46 12.8 0.01 1.11 ×106

4 0.088 1.41 9.8 < 0.01 1.9 ×106

The U-value determined by the model calibration approach is between 10.1 % and 18.0 % higher

than the reference value (Uref = 1.28 W/m2K) and between 24.8 % and 16.5 % higher than the U-value

given by the manufactuerer (Uman = 1.21 W/m2K). A further observation is that small χ2
r correlate

with small deviations from the reference U-value. The same observation is made if the manufacturer’s

value is used as reference. We also observe that the U-values that come from the model calibration

appear to lie systematically higher than the reference value. However, as the reference comes from a

single measurement which also carries errors from measurement uncertainties, an uncertainty analysis

is performed in Sections 3.1 and 3.2 to find out whether the results of the new method are compatible

with the reference.

The HFM method does not give a reference value for the heat capacity. Table 1 shows that the

relative variations of the heat capacity are stronger among the different time periods than for the

thermal resistance. We cannot identify a clear correlation between the values of C and χ2
r , either. This

indicates that the fit quality is not very sensitive to the value of the heat capacity. We confirmed this

by some experiments where we kept the heat capacities constant during the fit and found a weak

dependence of the resulting thermal resistance on the chosen capacities.

3.1. Uncertainty analysis of the HFM method

ISO 9869-1:2015 [9] explains how much uncertainty should be considered for each parameter in

the HFM method. It depends on the following factors,

• Approx. 5 % error due to the accuracy of the calibration of the HFM and temperature sensors if

the sensors are well calibrated.
• Approx. 5 % variation due to slight difference in thermal contact between HF sensor and the

wall surface.
• 2 % to 3 % uncertainty due to operational error of the HFM.
• Approx. 10 % error caused by the variations over time of the temperatures and heat flow.
• Approx. 5 % error in U-value measurement due to temperature variations within the space and

difference between air and radiant temperatures.

These above uncertainty factors are added to produce the total uncertainty. The norm ISO 9869-1:2015

says that if the suggested measurement conditions are fulfilled, the total uncertainty shall be expected

to be between the quadrature sum and arithmetic sum [9]. As a result, it stays between 14 % to 28 %.

As the U-value that is measured with the HFM method is Uref = 1.28 W/m2K the confidence interval

ranges in the worst case from 0.92 W/m2K to 1.64 W/m2K and clearly covers the U-values obtained

by the calibration method.

3.2. Uncertainty analysis of the model calibration approach

To determine the error of the thermal resistance obtained by the calibration method, we have to

estimate the error in the input quantities. For the quantities that we measure directly or indirectly we
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rely on information about measurement errors from the manufacturers. The error in the emittance

ǫ is estimated from the range of different values for plaster in the literature [29–31]. The error in the

internal convective heat transfer coefficient is based on an ISO standard [32]. We assume a rather large

error here to account for the fact that the indoor conditions are not observed in our scenario. The

errors are shown in Table 2. We perform a latin hypercube sampling of the values assuming a normal

distribution with the given error as standard deviation. Each sample is a different set of values for the

input quantities. For each sample the calibration is performed using the complete time series of five

days. We set a threshold of χ2
r = 0.1 to filter out samples that clearly show a bad fit and determine

the mean and standard deviation of the remaining ones. We vary the number of samples from 10

to 1000 to check for what sample size the mean and standard deviation of the thermal resistance

converges. Figure 7 shows that for >500 samples we can consider the process as converged. So we

find that the converged mean total thermal resistance is Rtot, conv ≈ 0.083 K/W and the corresponding

standard deviation is σtot, conv ≈ 0.01 K/W which corresponds to an error of ∼ 12 %. This means that

the reference value determined by the HFM method Rref = 0.098 K/W lies within the 2σtot, conv interval

of the result that we obtained with our calibration method.
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Figure 7. Mean value (left) and standard deviation (right) of the thermal resistance for sample sizes of

10 to 1000.

Table 2. The errors of the input quantities for the model calibration. The second column shows the

source of the signal.

Quantity Source Error

Outside Tair NTC Sensor ±0.22 K
Outside Twall IR camera ±1.50 K
Outside Tsurr IR camera on aliminium foil ±1.50 K

External h Nusselt number correlation ±0.50 W/m2K
ε Literature [29–31] ±0.03

Inside Tair NTC Sensor ±0.22 K
Inside Tsurr NTC Sensor ±0.22 K
Internal h Literature [32] ±3.00 W/m2K
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4. Discussion

This paper presents a model calibration approach to determine the thermal resistance, capacitance

and, consequently, the U-value of building envelope elements from remote surface temperature

measurements with an IR camera. The envelope element is modelled with a lumped R-C-type model

and is calibrated by minimizing an objective function that compares the measured and simulated

external surface temperature of the element. We reported an experiment using infrared cameras to test

the method on a real wall and compare the outcome to a standardized reference HFM measurement.

The measurement data gives very consistent results of the thermal resistance for various time intervals

ranging from a single day to five days, while standard methods usually require measurement periods

of up to seven days [9]. The large variation in the heat capacity among the different intervals indicates

that the approach is less well suited to accurately determine this quantity for a building wall. We

have performed an uncertainty analysis of our method for the same dataset and a standard reference

measurement of the U-value that uses HFM. It turns out that the confidence intervals overlap which

indicates that the new method achieves a satisfactory accuracy. The reduced chi-square of the model

fit appears to be a good indicator for the success of the calibration process and the accuracy of the

resulting U-value. High χ2
r may indicate large measurement errors or inadequate assumptions for

input quantities.

The experiment was performed under simplified conditions: Short-wave solar radiation and

wind speed could be assumed to be zero because the test building and the surrounding area were

covered with a tent. While the solar irradiation onto the wall can be easily measured and modelled it

may lead to rapid changes in the temperature of the wall close to the outer surface. Such effects may

require wall models with more than 2 thermal masses and three resistors. The wind, on the other hand,

is less likely to cause such surface-effects. However, the wind speed varies significantly in front of

large walls, so that a measurement in one or few locations may not be representative for the complete

surface. The model that is chosen to connect wind speed and the surface heat transfer coefficient will

also change the calibration outcome. So further tests under full environmental conditions are necessary

to determine the conditions under which our method reliably gives accurate results for the U-value.

In the experiment that we reported we used the temperature average of a single relatively small

area to perform the model calibration. The same procedure can be run for additional areas on the

wall to obtain the thermal resistance and U-value with a spatial resolution on the wall. The size and

the number of the averaging areas must be chosen according to the respective measurement task.

Small areas will likely introduce some noise in the resistances because noise coming from the camera

measurements is not averaged out. If the area is large it increases the chance that inhomogeneities are

missed.

It is desirable to use the method also for other components of building envelopes than in our

example. The necessary adaptations mainly depend on the reflective properties of the surface material.

Most usual plasters, bare bricks, wooden surfaces, dull tiles, or many plastic materials will only require

a change of the emittance for long-wave radiation and the absorptance for short-wave radiation in the

model. Metallic surfaces often have high reflectance in the long-wave range. The issue that diffuse

reflection may dominate over specular reflection does not require a change in the methodology or

setup. However, a strong contribution of reflected radiation to the measurement by the IR camera may

impact the accuracy. Materials that reflect the long-wave thermal radiation specularly, e.g. glass, must

be treated in a different way to subtract the signal of any hot object being reflected on the measurement

surface. Different approaches will be tested in future.

To conclude, the presented method offers an efficient way to determine the U-values of a building

wall with very little effort of sensor installation and potentially shorter measurement time than

conventional methods in the standards. An experiment on a real wall with simplified environmental

conditions indicates that its accuracy is at least comparable to the reference heat flux meter method.

Further tests and validation steps must be undertaken to ensure the reliability of the method under full
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environmental conditions and for surface materials with reflective properties that differ significantly

from those of the plaster in our experiment.
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Abbreviations

The following abbreviations are used in this manuscript:
C capacitor

EU European Union

HFM Heat flux meter

LW long wave

HVAC Heating, ventilation, air-conditioning, and cooling

IR Infrared

R resistance

SW short wave

TM Thermal mass
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