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Abstract: This paper introduces an advanced method that integrates contingent valuation and
machine learning (CVML) to estimate residents” demand for reducing or mitigating environmental
pollutions and climate change. To be precise, CVML is an innovative hybrid machine-learning
model, and it can leverage a limited amount of survey data for prediction and data enrichment
purposes. The model comprises of two interconnected modules: Module I, an unsupervised
learning algorithm, and Module II, a supervised learning algorithm. Module I is responsible for
grouping the data into groups based on common characteristics, thereby grouping the
corresponding dependent variable, whereas Module II is in charge of demonstrating the ability to
predict and the capacity to appropriately assign new samples to their respective category based on
input attributes. Take a survey on the topic of air pollution in Hanoi in 2019 as an example, we found
that CVML can predict households’ willingness— to— pay for polluted air mitigation at a high degree
of accuracy (i.e., 98%). We found that CVML can help users reduce costs or save resources because
it makes use of secondary data that is available on many open data sources. These findings suggest
that CVML is a sound and practical method that could be widely applied in a wide range of fields,
particularly environmental economics and sustainability science. In practice, CVML could be used
to support decision-makers in improving the financial resources to maintain and/or further support
many environmental programs in years to come.

Keywords: willingness- to- pay; CVML method; low cost; high performance; improved
environment

1. Introduction

As climate change and environmental pollution become more prevalent and their effects on
human well-being and the environment increase, the private sector plays a growing role in funding
environmental projects [1,2]. In practice, measuring the financial contribution of contributors to
environmental activities can assist policymakers and/or planners in developing a better plan or
stronger environmental policies. Among many approaches adopted to support such activities, and
contingent valuation (CV) is typically one of the most widely used methods of selection.

The contingent valuation is a survey-based method for estimating the economic value of non-
marketable commodities and services. Because it uses a stated preference approach, consumers are
explicitly questioned about their willingness to pay (WTP) for a good or service [3,4]. The CV has
been used to estimate the value of a wide range of goods and services, including clean air, clean
water, biodiversity, and cultural heritage [5-9]. It has also been used to estimate the costs of
environmental damage, such as waste pollution and climate change [3,10-12]. Over the last four
decades, CV development has been centered on five main directions.

© 2023 by the author(s). Distributed under a Creative Commons CC BY license.
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Firstly, developing better ways to represent goods and services to respondents. In the early days
of the CV, scholars had trouble getting consumers to reply to questionnaires regarding their WTP for
environmental goods and services. But as time has passed on, researchers have improved the manner
in which they explain these products and services to respondents, which has increased the number
of people who are willing to take part in CV surveys [5]. Secondly, improving the way WTP is elicited
from respondents. Scientists have improved their methods for eliciting WTP from respondents over
time. For example, CV surveys used to frequently include open-ended question that asked
respondents to state their maximum WTP. Open-ended questions, on the other hand, may be difficult
for responders to answer, resulting in inconsistent responses [13]. The researchers discovered that
employing a different question structure, such as closed-ended questions that allow respondents to
select from a list of specified WTP quantities, is more reliable. Thirdly, dealing with respondents’
strategic behavior [5]. Respondents engage in strategic conduct when they attempt to affect the
outcome of a CV survey by answering in a way that they believe will benefit them. Respondents, for
example, may overestimate their WIP in order to obtain more money for themselves or their group.
To deal with strategic behavior, researchers have developed a number of strategies, such as using
random payment and providing respondents with enough information about the objective of the
survey [3]. Fourthly, addressing the issue of scope insensitivity [14,15]. This issue refers to the case
when respondents” WTP for a good or service is unaffected by the quantity of the good or service
available. Respondents may, for example, be willing to spend the same amount to save a small
endangered species as they are to save a large endangered one. Researchers also found and used a
range of strategies to deal with the scope insensitivity. For example, informing respondents about the
shortage of the commodities or service might lessen the scope insensitivity. Finally, developing the
CV’s models to better estimate the WTP value. Take interval regression model, a typical model used
for analyzing the payment card data, as an example. This model is a statistical model that is used to
estimate the lower and upper bounds of WTP. Interval regression models have been shown to be
effective at estimating WTP in CV studies, as they can account for uncertainty in the estimates. There
have been a number of recent advances in the use of interval regression models to estimate WTP in
CV studies in the last two decades. The first advance is the development of Bayesian interval
regression models [16]. This model allows for the incorporation of prior information into the
estimation of the WTP parameters. This can improve the accuracy of the estimates, especially in cases
where the data is limited. Another advance is the development of non-parametric interval regression
models [17]. This model do not make any assumptions about the distribution of the WTP parameters.
This can be useful in cases where the data is not normally distributed or where the parameters of the
model vary across individuals. Although CV method has been much improved and widely accepted
by scientists, agencies, policy-makers in many countries, it remains controversial to some degree
[3,5,13,18,19]. The CV is currently in development, and efforts to improve its validity and reliability
are ongoing [4,13].

Fortunately, machine learning (ML), which is associated with technology and statistics methods,
has undergone continuous development over the past few decades. It is now a crucial component of
data analysis, and CV can benefit from this advancement. Machine learning algorithms are typically
trained on a set of data, and then used to make predictions on new data [20]. The algorithms learn
from the data by identifying patterns and relationships. For example, a machine learning algorithm
could be trained on a dataset of historical weather data to predict the weather in the future. The use
of machine learning by users globally has been rapidly increasing in recent years. The growth is being
driven by a number of reasons/factors. The first one is the increasing availability of data. Machine
learning algorithms require large datasets to train. In the past, these datasets were not available, but
they are now available due to the increasing use of the internet and the development of new sensors.
The second one refers to the development of more powerful computers. Machine learning algorithms
are computationally expensive to train. This is because machine learning algorithms often involve
complex mathematical calculations and the calculations can be very time-consuming and require a
lot of processing power. Machine learning algorithms are often trained using an iterative process.
The algorithm is trained on the data, and then the results are evaluated. Next, the algorithm is
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retrained using the data and the new results are evaluated. This process is repeated many times until
the algorithm converges on a solution. In the past, computers were not powerful enough to train
these algorithms, but they are now powerful enough to do so. The third one is the development of
new machine learning algorithms. In recent years, many new machine learning algorithms have been
developed that are more powerful and efficient than the algorithms that were available in the past
[20]. For example, deep learning is a type of machine learning that uses artificial neural networks to
learn from data. Deep learning algorithms have been shown to be very effective at a variety of tasks,
including image recognition, natural language processing, and speech recognition [21,22]. Besides,
ensemble learning is a technique that combines the predictions of multiple machine learning
algorithms to improve accuracy [23]. Ensemble learning algorithms have been shown to be very
effective at a variety of tasks, including classification and regression. The progress that has been made
in machine learning over the past few decades is truly remarkable and machine learning is now a
powerful tool that can be used to solve a wide range of problems, and it is likely to play an even
greater role in the future.

In this regard, the purpose of the study is to develop and introduce a novel approach that
combines contingent valuation and machine learning (CVML) to more accurately estimate
households” willingness-to-pay for environmental pollution reduction and/or climate change
mitigation. This new method is expected to contribute to the literature on non-market valuation in
environmental economics and sustainability studies.

2. Contingent valuation machine learning (CVML) framework

We develop and employ a contingent valuation machine learning (CVML) analytics system in
this study (Figure 1). This framework is briefly made up of three major components: inputs,
processes, and outcomes. With the support of the machine learning method, the contingent valuation
data is used as an input to develop the model (Block A). After the developed model has been well
validated, it can be utilized to analyze data for the needs of the users (Block B). The estimated WTP
would have numerous implications for model, theory, and policy (Block C).

Inputs (A) Inputs - Process (B) Outputs (C)

[ Contingent valuation [ Machine learning ]

d Environment
(CV) ¥ (ML) ' { ]

improvement

Dataset 11

Unsupervised
& Supervised .
learning '

Figure 1. CVML analytics framework.
2.1. Contingent valuation procedures

2.1.1. Open-ended

The open-ended question of contingent valuation method (CV) is a survey-based technique used
to estimate the value of non-market goods and services [3]. In this method, respondents are asked to
state the maximum amount of money they would be willing to pay (WTP) for a particular good or


https://doi.org/10.20944/preprints202307.1005.v2

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 7 August 2023 doi:10.20944/preprints202307.1005.v2

service. For example, according to [3], the wording of an open-ended question is: “If the passage of
the proposal would cost you some amount of money every year for the foreseeable future, what is
the highest amount that you would pay annually and still vote for the program? (WRITE IN THE
HIGHEST DOLLAR AMOUNT AT WHICH YOU WOULD STILL VOTE FOR THE PROGRAM”.

The open-ended format is considered to be the most direct and accurate way to measure WTP,
but it can be hard for respondents to answer this type of question. The open-ended format has some
advantages. First, this method does not provide respondents with any cues about what the value of
the good or service might be. This helps to ensure that respondents’ responses are not influenced by
their expectations of what the “correct” answer should be. Second, the method allows respondents
to express their WTP in any amount, which can be more accurate than a payment card or
dichotomous choice question, which typically only allows respondents to choose between two or
three predetermined amounts. However, the open-ended question also has some disadvantages.
First, it can be difficult for respondents to answer this type of question. They may not be familiar with
the concept of WTP, or they may not be able to accurately estimate how much they would be willing
to pay for a particular good or service. Second, the open-ended format can result in a large number
of “don't know” or “no response” answers. This can make it difficult to obtain a representative sample
of respondents and to estimate the mean WTP for a good or service to some degree.

2.1.2. Payment card

In a CV survey, the payment card question presents respondents with a list of possible WTP
amounts, and they are asked to circle the amount that best represents their WTP [3]. For example,
according to [3], the wording of a payment card question is: “If the passage of the proposal would
cost you some amount of money every year for the foreseeable future, what is the highest amount
that you would pay annually and still vote for the program? (WRITE IN THE HIGHEST DOLLAR
AMOUNT AT WHICH YOU WOULD STILL VOTE FOR THE PROGRAM”

10cent 50cent $1 $5 $10 $20
$30 $40 $50 $75 $100 $150
$200 MORE THAN $200

The payment card method has several advantages over the open-ended question, which asks
respondents to state their WIP without any guidance. The payment card format provides
respondents with a frame of reference, which can help them to make more informed decisions.
Additionally, the payment card method is less likely to produce outliers, which are extreme values
that can skew the results of a survey. However, the payment card question also has some
disadvantages. The list of possible WTP amounts may not be exhaustive, and respondents may not
be able to find an amount that accurately reflects their WTP. Additionally, the payment card format
can be more time-consuming for respondents to complete than the open-ended CV method.

2.2. Machine learning procedures

Typically, research endeavors are consistently troubled by issues related to data. The process of
collecting data is a challenging task that demands significant investments of time and financial
resources. To address this challenge, we propose an innovative hybrid machine-learning model that
leverages a limited amount of survey data for prediction and data enrichment purposes. Our model
comprises of two interconnected modules: Module I, an unsupervised learning algorithm, and
Module II, a supervised learning algorithm. Module I is responsible for clustering the data (x"") into
groups based on common characteristics, thereby grouping the corresponding dependent variable
(y%"") values as well. The output of Module I is the clustered data, which is then fed as input into
Module II. In Module II, the output from Module I is utilized to construct a classification prediction
model. Once Module Il is built and its quality is assessed, it can be employed to predict the dependent
variable (y*'™) using the independent variables (x°$) sourced from previous studies or easily
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collected data. Figure 2a illustrates the comprehensive framework, while Figure 2b and Figure 2c
provide detailed insights into Module I and Module II, respectively.
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Figure 2. Hybrid machine-learning model framework. This framework includes
unsupervised (Module I) and supervised learning (Module II). The details of Module I and
Module II are shown in (b) and (c), respectively.

2.2.1. K-means clustering algorithm (Module I)

K-means clustering is an unsupervised machine learning algorithm widely employed for
grouping data points into distinct clusters based on their feature similarity [24]. It operates by
iteratively assigning data points to clusters and updating the cluster centroids. To categorize a given
dataset into a predetermined number of clusters, the algorithm establishes K centroids, representing
the center points of each cluster. It is crucial to position these centroids strategically to achieve an
optimal solution globally. Therefore, the most favorable approach is to maximize the distance
between centroids by placing them as far apart as possible. Next, every data point is assigned to the
cluster whose centroid is closest to it. The algorithm then recalculates k new centroids, which serve
as the average positions of all data points within each cluster. The data points are reassigned to the
closest new centroid. This process is repeated either for a specific number of iterations or until
consecutive iterations yield the same centroids [25]. In the end, the objective of this algorithm is to
minimize the total distortion or squared error. Distortion refers to the sum of distances between data
points and their respective cluster centroids [26]. The objective function (J) of K-means is given in Eq

(1):
1=i2|lxi—c,-llz 0
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; 2
where K is the number of clusters, n is the number of data point, X; =G || is a Euclidean distance

between a data point Xg and centroid c;. Figure 1b shows the algorithmic steps of the K-means
clustering.

Step 1: Place K data items into the space to represent initial group centroids.

Step 2: Assign each data item to the group that has the closest centroid to that data item.
Step 3: Calculate the positions of K cluster centroids.

Step 4: Repeat Steps 2 and 3 until the positions of the centroids no longer change.

To determine optimal values of K, this study uses the Elbow method. This method is a popular
technique used in K-means clustering to determine the optimal number of clusters, K, for a given
dataset. It involves evaluating the within-cluster sum of squares (WCSS) metric, which quantifies the
compactness or tightness of clusters [27-30]. The Elbow method proceeds by computing the WCSS
for different values of K and plotting them against the number of clusters. The resulting plot exhibits
a characteristic shape resembling an elbow. The idea behind the method is to identify the point on
the plot where the rate of decrease in WCSS starts to diminish significantly, forming the “elbow”.
This point indicates a trade-off between capturing more variance within clusters (smaller WCSS) and
avoiding excessive complexity (larger K). The K value corresponding to the elbow point is often
considered a reasonable choice for the number of clusters, striking a balance between model
simplicity and cluster quality.

2.2.2. Decision tree classification algorithm (Module II)

Decision tree (DT) is a popular machine learning algorithm used for both regression and
classification tasks [31]. It is a supervised learning method that builds a predictive model in the form
of a tree-based structure, where each internal node represents a feature or attribute, each branch
represents a decision rule, and each leaf node represents a class label or a predicted value (see Figure
1c). The goal of a DT classifier is to create an optimal tree that can efficiently partition the input data
based on the feature values, ultimately leading to accurate predictions. The process of building a DT
involves recursively splitting the data based on different features and their values, with the objective
of maximizing the information gain or minimizing the impurity at each step [20,31]. There are
different algorithms and strategies for constructing DT, such as Iterative Dichotomies 3 (ID3),
Successor of ID3 (C4.5), and Classification and Regression Trees (CART) [20]. These algorithms
employ various criteria to determine the best splitting point, such as Entropy, Gini impurity, or
Information gain [32,33]. The splitting criteria help in selecting the feature that provides the most
discriminatory power and leads to the greatest reduction in impurity. In this study, the Gini index is
used to evaluate the quality of a potential split when constructing a DT. It quantifies the probability
of misclassifying a randomly selected element in a node if it were randomly assigned a class label
according to the distribution of class labels in that node [34]. Mathematically, the Gini index is
calculated as follows:

Gini = 1 — (p;® + p22 + - + pg?) )

where p, is the probabilities of each class label in the node.

In general, DT is easy to understand and interpret, as the resulting tree structure can be
visualized and explained. DT can handle both numerical and categorical features, and they can also
handle missing values by assigning probabilities to different outcomes. Moreover, DT can capture
non-linear relationships between features and target variables, and they can be used for feature
selection, as the most important features tend to appear near the root of the tree.

2.2.3. Evaluation metrics

Precision, Recall, and F1 score are evaluation metrics commonly used in classification tasks to
assess the performance of a machine learning model. They provide insights into the model's accuracy,
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completeness, and overall effectiveness in making predictions [35]. Precision is the measure of the
model's ability to correctly identify positive instances out of the total instances predicted as positive.
It focuses on the accuracy of the positive predictions (Eq. 3).

TP
Precision = TP + FP ©)]

where TP (True Positives) represents the number of correctly predicted positive instances, and FP
(False Positives) represents the number of instances predicted as positive but are actually negative.
Precision is particularly useful when the cost of false positives is high, and you want to minimize the
number of false alarms or incorrect positive predictions. Recall, also known as sensitivity or true
positive rate, measures the model's ability to correctly identify positive instances out of the total
actual positive instances. It focuses on the completeness of positive predictions (Eq. 4).

TP
Recall = TP+—FN (4)
where FN (False Negatives) represents the number of instances that are positive but predicted as
negative. The Recall is especially valuable when the cost of false negatives is high, and you want to
minimize the number of missed positive instances or false negatives. The F1-score combines Precision
and Recall into a single metric that balances both measures. It is the harmonic means of Precision and
Recall and provides a balanced evaluation of the model's performance (Eq. 5).

F1 5 Precision X Recall (5)
- =2 X
score Precision + Recall

The F1-score ranges from 0 to 1, where 1 represents perfect precision and recall, and 0 indicates
poor performance in either precision or recall. The Fl-score is particularly useful when we want to
find a balance between precision and recall, as it considers both metrics simultaneously. These
metrics are widely used together to assess the performance of a classifier. However, it's important to
note that their relative importance depends on the specific problem and the associated costs of false
positives and false negatives.

2.2.4. Data

For this study, we utilized the same dataset on air pollution issues in Hanoi that was previously
used by [7] to build the CVML model. In November 2019, we chose to employ a face-to-face interview
method to survey the residents of Hanoi over a period of three weeks. To ensure that there would be
no potential confusion or misunderstandings between interviewers and prospective respondents, we
conducted two pilot studies to thoroughly examine the questionnaire. Our goal was to guarantee
clarity and understanding before proceeding with the official interviews. To recruit participants for
our survey, we opted for a stratified random sampling technique. This approach, categorized as a
probability sampling method, is renowned for its effectiveness in minimizing sample bias when
compared to the simpler random sampling method. By utilizing stratified random sampling, we
sought to achieve a more representative and accurate depiction of the population under study.
Hanoi’s central urban area is comprised of 12 central districts. However, due to budget limitations,
we focused our research on 11 districts, intentionally excluding the Long Bien district. The decision
to omit Long Bien was based on its geographical location, as it is situated the furthest from the city
center and is positioned on the opposite side of the Red River (Figure 3). Within each of the selected
districts, we proceeded to randomly select 40-50 local individuals from the main streets. In total, our
efforts resulted in successfully conducting interviews with a sample size of 475 local individuals.
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Figure 3. Study area and number of questionnaires.

Table 1 provides the descriptive statistics for all variables used in this study. We have selected
four independent variables (x°“7) that possess the characteristics of being common and easily
accessible. These variables will be utilized to examine their potential impact on the dependent
variable (y*""), which represents the respondents’ willingness to pay. This dataset is used to train and
test the CVML model which can be applied to predict willingness to pay by building independent
variables from the available data (x°P%).

Table 1. Descriptive table of variables.

Variables Definitions and measurements Mean SD

Gender Gender of respondents. 1 = Male; 0 = Female 0.546 0.498
Age of respondents. 1 = aged 10-18; 2 = aged 19-30; 3 =

A . 1.534

8¢ aged 31-40; 4 = aged 41-50; 5 = aged 51-60; 6 = above 60 3638 >3

Respondents’ highest educational levels attained. 1 =
xS Education Secondary school or below; 2 = ng/hschool,' 3= Techmc::ll 0.531 05
school/college degree; 4 = Bachelor’s Degree; 5 = Master’s
Degree; 6 = Doctoral Degree
Common logarithm of midpoints of the reported

LogIncome respondent’s household disposal income intervals 0.546  0.498

(million VND per month)
The contribution values are 0, 5, 10, 20, 30, 50, 100, 150,
200, 250, 300, 350, 400, 450, 500, 1000, above 1000
Willingness- to- thousand Vietnam Dong (VND) (in US dollar, the levels 8707 12232
pay are $0, $0.2, $0.4, $0.9, $1.3, $2.2, $4.3, $6.5, $8.7, $10.9, (VND) (VND)
$13,15.2, $17.4, $19.6, $21.7, $43.5, and above $43.5,
respectively; $1~23,000 VND)

sur
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3. Results of model development

3.1. The K-means cluster (Module I)

The Figure 4 showecases the application of the elbow method to determine the ideal number of
clusters (K) for a K-means clustering algorithm. This method aids in selecting the appropriate value
of K by evaluating the variance explained as a function of the number of clusters. The plot depicts
the number of clusters on the x-axis and the corresponding measure of variance or distortion on the
y-axis. The distortion or within-cluster sum of squares (WCSS) is commonly used as the metric to
assess the quality of the clustering. As the number of clusters increases, the WCSS tends to decrease
since more clusters allow for a better fit of the data points. However, at a certain point, the rate of
decrease in WCSS begins to diminish, resulting in a bend or "elbow" in the plot. In this specific figure,
the elbow point is observed at K=8, indicating that the inclusion of additional clusters beyond this
point does not significantly reduce the WCSS. The elbow represents a trade-off between capturing
more detailed patterns within clusters and avoiding overfitting or excessive fragmentation. By
selecting K=8, we strike a balance between granularity and simplicity, achieving a meaningful level
of cluster differentiation without creating an overly complex or fragmented clustering solution. The
elbow method provides a data-driven approach to guide the selection of the optimal number of
clusters in K-means clustering, aiding in the interpretation and application of the results. It allows for
efficient clustering by identifying the number of clusters that best capture the underlying structure
of the data.

2500 -

2000 -

500 A

T T T T T T T T T

2 4 6 8 10 12 14 16 18 20
Number of clusters (K)

Figure 4. EIbow method for choosing optimal values of K.

After applying the Elbow method, which determined that K=8 is the optimal number of clusters
for the given dataset, K-means clustering was performed, resulting in eight distinct groups. Figure 5
illustrates the average “voluntary money” value for each cluster. Notably, Group 4 stands out with a
remarkable mean voluntary money value of 153.91 (x1000VND), indicating a strong inclination
towards significant individual contributions. Similarly, Group 2 emerges as one of the highest
contributing segments, with a mean value of 171.00 (x1000VND). In contrast, Group 7 exhibits the
lowest mean value of 37.88 (x1000 VND), suggesting relatively lower levels of contribution compared
to the other groups. The observed differences between groups are significant, reaching up to 4.5
times. This substantial variation highlights the potential for substantial errors if the mean method is
solely used to estimate voluntary donations. Consequently, it becomes necessary to develop a
predictive model to estimate the contribution amount for each group when estimating voluntary
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donations in a larger sample. By employing such a model, more accurate and reliable estimates can
be obtained, accounting for the distinct contribution patterns exhibited by each group.
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Figure 5. Average voluntary money of each cluster.

In Module 1I, the focus is on utilizing variable x°**, which represents the input features, and
variable y*"", which represents the average voluntary money values of the eight groups. The goal is
to construct a classification prediction model capable of predicting and estimating voluntary money
when applied to a large number of samples.

3.2. The classification prediction model (Module I1)

To train the DT model, 50% of the dataset is used. The model with a maximum depth of 5 is
chosen as it provides sufficient complexity to classify all the groups in the dataset. This means that
the DT, with its five levels of splits, can effectively capture the underlying patterns and relationships
necessary to classify the samples into their respective groups. Importantly, after these five levels of
splits, it is worth noting that all eight groups in the training dataset are successfully classified with a
Gini index of 0. This signifies that the decision tree model has accurately captured the distinct
characteristics and patterns of each group, resulting in pure nodes at the end of the fifth level.
Achieving a Gini index of 0 for all eight groups indicates the absence of impurity or mixing of samples
from different groups within their respective nodes (see Figure 6). This showcases the model's
effectiveness in accurately separating and classifying the samples. By achieving a Gini index of 0 for
all eight groups after five levels of splits, the decision tree classification model of Module II
demonstrates its strong predictive power and ability to correctly assign new samples to their
appropriate group based on their input features.

To evaluate the model's performance and assess both its predictive ability and the presence of
overfitting, we conduct testing on the test dataset (50% of the dataset). The test dataset serves as an
independent set of samples that were not used during the model's training process. During the testing
phase, the model is applied to the test dataset, and the results are presented using a confusion matrix
(Figure 7). The confusion matrix provides a comprehensive overview of the model's performance by
showing the counts of true positive, true negative, false positive, and false negative predictions.
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In this detailed confusion matrix, we explore the performance of a classification model designed
to classify data into eight distinct classes. The matrix provides valuable insights into the accuracy and
efficacy of the model's predictions. The rows in the matrix correspond to the actual classes, while the
columns represent the predicted classes. Each cell in the matrix indicates the number of instances that
belong to a specific true class and were classified as a specific predicted class. This visual
representation allows us to analyze both correct and incorrect predictions across the various classes.
The diagonal cells from the top-left to the bottom-right of the matrix display the number of correctly
classified instances for each class. Higher values along this diagonal indicate a higher level of
accuracy and effectiveness in the model's predictions.

Upon evaluating the model's performance on the test dataset, we observe that the model
successfully predicts all clusters, except for cluster 2, which has only one correct prediction out of
four values. This indicates that the model performs well in accurately classifying most of the clusters,
but there may be some challenges or complexities specifically associated with cluster 5.

Table 2 presents the Precision, Recall, and F1-score of the decision tree (DT) model on the test
set, providing a detailed evaluation of its performance Clusters 1, 3, 4, 6, 7, and 8 demonstrate perfect
precision, recall, and Fl-scores of 1, indicating accurate predictions for all instances within these
clusters. They have respective instance counts of 58, 29, 14, 7, 20, and 19. Cluster 2 exhibits a lower
recall of 0.25, indicating that only 25% of the values that need to be forecasted are correctly predicted
by the model. The precision is reported as 1, indicating that all the predictions made for this cluster
are accurate. Cluster 2 comprises only 4 instances. Cluster 5 shows a precision of 0.88, indicating that
12% of the predictions made for this cluster are mistakenly classified by other groups. However, the
recall is 1, indicating that all the values that belong to this cluster are correctly predicted. By analyzing
these performance metrics, we can gain insights into the strengths and weaknesses of the decision
tree model's classification performance for each specific cluster. These metrics enable us to assess the
model's accuracy and identify areas for potential improvement, such as addressing the
misclassification issue in Cluster 2 and 5 to improve precision.

Table 2. Accuracy of DT model (Module II) for eight-cluster prediction.

Precision Recall F1-score n
Cluster 1 1 1 1 58
Cluster 2 1 0.25 0.4 4
Cluster 3 1 1 1 29
Cluster 4 1 1 1 14
Cluster 5 0.88 1 0.94 23
Cluster 6 1 1 1 7
Cluster 7 1 1 20
Cluster 8 1 1 19

Overall, the decision tree model demonstrates a high average accuracy of approximately 98%.
The model successfully predicts most clusters accurately, with only clusters 2 and 5 experiencing
lower accuracy. The primary reason for this could be attributed to the small number of samples
available for these clusters, resulting in limited information and potential difficulties in capturing
their underlying patterns. The limited sample size in clusters 2 and 5 may lead to insufficient
representation of their characteristics during the model training process. As a result, the model might
struggle to generalize well for these clusters, leading to lower accuracy in their predictions. To
address this issue and improve the accuracy for clusters 2 and 5, it is recommended to acquire
additional training and test data specifically targeting these clusters. By incorporating more samples,
the model can gain a better understanding of their unique patterns and enhance its predictive
performance.
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4. Testing the applicability of the CVML method

The study found that by utilizing only four commonly available independent variables (x5"") the
CVML model demonstrated promising results in predicting the respondents' willingness to pay, as
indicated by the test dataset (Section 2.2.2). This outcome presents an opportunity to apply the CVML
model for predicting willingness to pay by leveraging existing data, thereby reducing the time and
costs associated with conducting extensive surveys.

In this study, we aim to apply the CVML model to predict the respondents' willingness to pay
using available data (x°P) published by [36]. Additionally, we compare the predicted values
obtained from the CVML model with the estimated results generated by the CV method, as presented
in the study conducted by [7,37,38]. It is important to note that both the CVML model and the CV
method utilize the same dataset for their analyses. By comparing the predicted values from these two
approaches, we can assess the accuracy and efficiency of the CVML model in predicting willingness-
to-pay in relation to the established CV method, providing valuable insights into the predictive
capabilities of the CVML model using the available dataset.

In the published dataset titled “A Data Collection on Secondary School Students” STEM
Performance and Reading Practices in an Emerging Country” [36], there are a total of 42 variables
and 4,966 respondents. For the purpose of the CVML model, we filter out four specific variables from
this dataset. We then proceed to standardize the values of these variables to ensure they are on the
same scale as the training dataset. After filtering and standardization, the resulting dataset consists
of 714 matching lines, with the four variables of interest referred to as x°S. These variables are now
ready to be used as inputs for the CV and CVML models to predict the respondents’ willingness to
pay.

Table 3 presents the results of WTP estimation using CV and CVML. According to the CV
method, for the dataset I, the estimated willingness to pay for reducing air pollution ranged from $4.6
to $6.04 per household [7]. With a total of 714 households, the estimated total for air pollution control
would range from $3,284.4 to $4,312.56. On the other hand, for the dataset II, the prediction of the
CVML method yielded a result of $3,984.12.

Table 3. Summary of results of estimated WTP.

Dimensions Cv CVML
Sample size (dataset I) 475 475
WTP $4.6 to $6.04 -
New data (dataset II) 714 714
Total WTP $3,284.4 to $4,312.56 $3,984.12
WTP* - $5.58

Source: [7] & Own elaboration.

5. Discussion

The CVML method is developed with the aim to improve the WTP estimate for improved
environment quality. Briefly speaking, this method employs the CV data that were carefully designed
and collected by CV method. The data is used as the input for ML to develop the desired model,
which is then rigourously valided and used to determine the WTP value based on the new data. The
attributes and conditions of the method are further discussed below.

Firstly, CVML can enhance WTP estimate accuracy (Table 4). To be specific, when the predictive
model is tested, it is deemed highly efficient since it can predict outcomes with 98% accuracy. It is
noted that forecasting models are acceptable even when the accuracy level is only around 70%. In
addition, the estimated willingness to pay for air pollution mitigation ranged from $4.6 to $6.04 per
household, resulting in an estimated total for controlling air pollution ranging from $3,284.4 to
$4,312.56 (with an average of $3,798.48), whereas the CVML method predicted a result of $3,984.12,
which is 4.8% higher than the average estimated by the CV method (Table 3). This indicates that the
CVML method predicted a slightly higher value for willingness to pay compared to the CV method's
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average estimation. The difference in the predicted values suggests that the CVML model may have
accounts for additional factors or incorporated different variables, leading to a slightly higher
prediction. This finding highlights the potential of the CVML model to provide improved predictions
compared to the traditional CV method in estimating willingness to pay for air pollution control as
well as other fields.

Table 4. Summary of attributes of CV and CVML.

Dimensions Cv CVML
Accuracy Acceptable High - very high
Cost High Very low — Zero
Scale of application Small (e.g., city, town) Large (e.g., regional, national)
leﬁ,aﬂty level when Easy — Intermediate Intermediate — hard
using the method
Quality of CV data (e.g.,

Design (e.g., focus group,
Conditions/factors  questionnaire, data frame, sample
size, etc.)

representativeness);
Machine learning algorithms (e.g.,
decision tree, logistic regression, etc.)

Source: Own elaboration.

Secondly, CVML can save money. The cost of science has become a major concern for scientists
around the world, particularly in developing countries [39]. While conducting research is time-
consuming and costly, researchers are confronted with the fact that research funding is dwindling
owing to government cutbacks [40—42]. Because CVML can make use of the open data platforms, the
method can benefit significantly from the current trend of open science [43]. It means that the method
can help users (e.g., scientists, scholars, etc.) reduce cost considerably. This attribute of CVML is
similar to that of Bayesian Mindsponge Framework (BMF), a novel method that has been introduced
recently for social and psychological research [44]. More importantly, CVML can help to increase
scientific productivity in terms of both quality and quantity. This can ultimately help to reduce
inequalities in scientific publishing among institutes and nations in the long run. [45,46].

Thirdly, CVML can be used to determine WTP that can be applied to larger areas. In this study,
CVML was performed based on CV data in Hanoi and new data surveyed in Ninh Binh province.
This data comes from the study “A Data Collection on Secondary School Students” STEM
Performance and Reading Practices in an Emerging Country” [36]. As a result, the estimated WTP
can be applied to Vietnam’s Red River Delta, which is much larger than the Hanoi area. It is noted
that the scale of application has a close relationship with the cost aforementioned above. If CVML
can use more data from a larger area, it means that the method can help users save more money.
Conversely, if CVML is used to apply WTP to a smaller scale, the reduced cost will be lower.

There are some key conditions of CVML that should be noted. The first one refers to the quality
of the data used to train the machine learning model. The data should be representative of the
population of interest . If the data is not representative, then CVML may not be able to accurately
estimate WTP for the population of interest. From this view, CVML coupled with stratified random
sampling approach should be well designed to maximize the benefits of the method. In addition, the
data should be accurate and reliable. If the data is not accurate, then the machine learning model may
not be able to accurately estimate WTP. Furthermore, the data should be sufficiently large. If the data
is not sufficiently large, then the machine learning model may not be able to learn the patterns in the
data that are necessary to accurately estimate WTP. In addition to these condition, the quality of the
data used to train the machine learning model can also be influenced by the way in which the data is
collected and processed. For example, if the data is collected in a biased way, then CVML may learn
the bias in the data and produce biased WTP estimates. In this sense, a well-designed CV study can
improve the quality of the CV data, which can ultimately lead to more accurate WTP estimates using
CVML. The second one is the type of machine learning algorithm used. The type of machine learning
algorithm used can influence the quality of WTP estimation for a number of reasons. First, different
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machine learning algorithms are better suited for different types of data. For example, some machine
learning algorithms are better at dealing with categorical data (e.g., decision trees, random forests,
etc.), while others are better at dealing with continuous data (e.g., linear regression, polynomial
regression, etc.). Second, different machine learning algorithms are more complex than others. More
complex machine learning algorithms can learn more complex patterns in the data, but they can also
be more prone to overfitting. Third, different machine learning algorithms require different amounts
of data to train. Some machine learning algorithms can be trained with relatively small datasets, while
others require large datasets.

6. Conclusion

Contingent valuation (CV) is a useful tool, but it has limitations that make it less powerful. This
study is one of the first efforts to develop and advocate for the use of contingent valuation machine
learning (CVML) analytics. To illustrade, we used the air pollution dataset from Hanoi, the K-means
cluster (model I) and decision tree model (model II) to develop a desired model. This model was then
used to estimate the willingness to pay (WTP) value from the published dataset. The high accuracy
of the developed model suggests that CVML can improve WTP estimates. The CVML model has the
potential to become more reliable when applied to larger datasets. The method is also efficient
because it relies on simple and easily accessible input data. This means that public sources and data
from previous studies can be used, which reduces the need for extensive and costly data collection
efforts. Additionally, the data required for the CVML model is fundamental and can be easily
disseminated, which aligns with the digital data development strategies of developing countries like
Vietnam. This compatibility with basic data sources facilitates the implementation and scalability of
the method, making it a powerful tool for socioeconomic studies. Overall, CVML advances the
method of estimating WTP because of its low cost and high performance. When applied to larger
datasets and in conjunction with the digital data strategies adopted by developing countries, CVML
can support decision-makers in improving the financial resources available to maintain and/or
further support many environmental programs in the coming years.
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