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Article   
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Abstract: The dominance of social media has added to the channels of bullying to perpetrators. Unfortunately, 
cyberbullying  (CB)  is  the most prevalent phenomenon  in  today’s  cyber world and  is a  severe  threat  to  the 
mental and physical health of citizens. This opens the need to develop a robust system to prevent bullying 
content from online forums, blogs, and social media platforms to manage the impact in our society. Several 
machine learning (ML) algorithms have been proposed for this purpose. However, their performances are not 
consistent due to high class imbalance issue and generalisation. In recent years, large language models (LLM) 
like BERT and RoBERTa have achieved state of the art (SOTA) results in several natural language processing 
(NLP) tasks. Unfortunately, the LLMs have not been applied extensively. In our paper, we explored the use of 
these models  for cyberbullying  (CB) detection. We have prepared a new dataset  (D2)  from existing studies 
(Formspring and Twitter). Our experimental results for dataset D1 and D2 showed RoBERTa outperformed 
other models. 

Keywords:  Large  Language  model;  Cyberbullying;  Machine  Learning;  Online  abuse;  Natural  language  
processing; RoBERTa; social media analytics; BERT 

1. Introduction

The emergence of social technologies like Facebook, Twitter, TikTok, WhatsApp and Instagram 
have  improved  communication  amongst  the  people  and  businesses  across  the  globe. However, 
despite  the  huge  advantage  of  these  platforms,  they  have  also  added  channels  of  bullying  to 
perpetrators. Cyberbullying (CB), often referred to as online bullying is becoming an important issue 
that requires urgent attention. For illustration, in the USA, Pew research center (2018) reported that 
around two‐third of US adolescents have been subjected to cyberbullying. Statista (2021) reported in 
their survey that 41% of adults in the USA had experienced cyberbullying. Pew research center (2022) 
reported 46% of teens in the USA aged 13 to 17 have been cyberbullied. Office for National Statistics 
(2020) reported that 19% of children aged 10 to 15 (this equates to 764,000 children) have experienced 
cyberbullying in England and Wales. Patchin and Hinduja (2020) found out that 90% of teens (9 to 12 
years old) utilise social media or gaming apps, and 20% of  tweens are  involved  in CB either as a 
victim, an offender, or a bystander.   

This problem of  cyberbullying  (CB)  is a  relatively new  trend  that has  recently gained more 
popularity  as  a  subject.  Cyberbullying  is  the  repetitive,  aggressive,  targeted,  and  intentional 
behaviour aimed to hurt an individual’s or a group’s feelings through an electronic medium (Emmery 
et al. 2021; Dinakar et al. 2011). CB takes many forms, including flaming, harassment, denigration, 
impersonation,  exclusion,  cyberstalking,  grooming,  outing,  and  trickery  (Emmery  et  al.  2021; 
Reynolds  et  al.  2011).  Cyberbullies  are more  likely  to  be  technologically  astute  than  physically 
stronger, making  them  better  able  to  access  victims  online,  conceal  their  digital  footprints,  and 
involve  in posting  rumours,  insults,  sexual  comments,  threats,  a victimʹs private  information, or 
derogatory labels (Aboujaoude et al. 2015). The fundamental causes of any bullying incident are the 
imbalance  of  power  and  the  victimʹs  perceived  differences  in  race,  sexual  orientation,  gender, 
socioeconomic level, physical appearance, and mannerism. Xu et al. (2012) stated that CB participants 
can play the role of either a bully, victim, bystander, bully assistant, reinforcer, reporter, or accuser. 
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Prior studies found out that CB impacts anxiety (Huang et al. 2021; Hellfeldt et al. 2020; Nixon, 2014), 
depression (Jin et al. 2023; Karki et al. 2022), social  isolation (Piccoli et al. 2022), suicidal thoughts 
(Peng et al. 2019; Kim et al. 2019; Zaborskis et al. 2018), and self‐harm (Islam et al. 2022; Eyuboglu et 
al. 2021). Messias et al. (2011) stated victims of cyberbullying have higher rates of depressive illnesses 
and suicidality  than victims of  traditional bullying. Patchin and Hinduja  (2020) stated CB victims 
admit  that  they  frequently  feel awkward or afraid  to attend school and  it  impacts  their academic 
performance.  In addition,  they  found out  that nearly 70% of  teens who reported being victims of 
cyberbullying stated it had a negative impact on their self‐esteem and nearly one‐third claimed it had 
an impact on their friendships. Despite the impact and increasing rate of CB, unfortunately, there is 
limited attention paid to developing sophisticated approaches for automatic CB detection.   

CB  studies  are  yet  to  extensively  explore  the  use  of  large  language models  (LLMs)  for CB 
detection (Elsafoury et al. 2021). CB is commonly misinterpreted, leading to flawed systems with little 
practical use. Additionally, several studies only evaluated using swear words to filter CB, which is 
only one aspect of this topic, and swear words may not always indicate bullying on platforms with a 
high concentration of youngsters (Emmery et al. 2021; Rosa et al. 2018). Thus, it is practically useful 
for developers and media handlers to have a robust system that understand context better to enhance 
CB detection.  In our study, we aim  to evaluate  the performance of  large  language models  for CB 
detection. Unfortunately, there are some obstacles to CB detection. One is the issue of unavailable 
balanced and enriched benchmark datasets (Emmery et al. 2021; Elsafoury, et al. 2021; Rosa et al. 
2019). The issue of class imbalance has been a popular problem in machine learning (ML) applications 
as  the ML algorithms  tend  to be biased  towards  the majority class  (Ogunleye, 2021). Past studies 
emphasised on the class imbalance problem in the CB context (Yi & Zubiaga, 2022). In most studies, 
the proportion of bullying post  is  in  the  range of 4  ‐ 20% of  the entire dataset compared  to non‐
bullying post (Emmery et al. 2021; Agrawal and Awekar 2018; Di‐Capua et al. 2016; Kontostathis et 
al. 2013). This opens the need to create a new, enriched dataset with balanced classes for effective CB 
detection and make it publicly available. To this end, we propose the use of Robustly optimized BERT 
approach  (RoBERTa),  a pre‐trained  large  language model  for  cyberbullying detection. Thus, our 
contributions can be summarised as follows. We prepared a new dataset (D2) from existing studies 
for the development of algorithms on CB detection. We conducted an experimental comparison of 
sophisticated machine learning algorithms with two datasets (D1 & D2). We ascertained RoBERTa as 
the state‐of‐the‐art (SOTA) method for automated cyberbullying detection. The rest of the paper is 
organised as follows. Section 2 will review the literature to provide background knowledge to this 
study. Section 3 will present  the methodology. Section 4 will present and discuss  the  results and 
section 5 will provide conclusions and recommendations.   

2. Related Work

Cyberbullying (CB) is the most prevalent phenomenon in today’s digital world and is a severe 
threat to the mental and physical health of cybercitizens (Jin et al. 2023; Centers for Disease Control 
and  Prevention,  2014;  Xu  et  al.  2012).  Several  studies  have  proposed  various  techniques  for 
automated CB  detection.  For  example, Xu  et  al.  (2012)  crawled  1762  tweets  from  Twitter  using 
keywords such as “bully, bullied, bullying”. The data was labelled by five human annotators such 
that  684 were  labelled  as  bullying  and  1078  as  non‐bullying.    They  compared    four  traditional 
machine learning models namely, Naïve Bayes (NB), Support Vector Machines (linear SVM), Support 
Vector  Machines  (RBF  ‐  SVM),  and  Logistic  regression  (LR).  Their  result  showed  linear  SVM   
achieved the best performance with 77% F1 score. Agrawal    and Awekar (2018) compared machine 
learning (ML) models    namely, naïve bayes (NB), support vector machines (SVM), random forest 
(RF),  convolutional  neural  network  (CNN),  long  short‐term memory  (LSTM),  bidirectional  long 
short‐term memory (BiLSTM), and BiLSTM with attention mechanism. They used dataset from three 
different social media platforms namely, Formspring (a total of 12773, split into 776 bully and 11997 
non bullying text) which was collected by authors of Reynolds et al. (2011), Twitter (16090, split into 
1937 bullying through racism, 3117 bullying through sexism and 11036 non‐bullying text) collected 
by authors of Waseem & Hovy (2016), and Wikipedia (115864, split into13590 attack and 102274 not 
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attack text) collected by authors of Wulczyn et al. (2017). They oversampled the minority class using 
the  SMOTE  (Synthetic  Minority  Oversampling  technique).  Their  BiLSTM  with  attention 
implementation achieved at least 87% F1 score for the bullying across the three different social media 
platforms. Similarly, Huang & Qi (2023) reproduced the experiment in Agrawal    and Awekar (2018) 
with    Formspring dataset (Reynolds et al. 2011) only. Their result showed SVM performed better 
than logistic regression (LR), decision tree (DT), and random forest (RF) with 98% accuracy    and F1 
score of 93% (86% f1 score for bullying class). Alduailaj & Belghith, (2023) compared SVM and NB 
for cyberbullying detection in Arabic language context. They collected 30,000 Arabic comments on 5 
February 2021 from Twitter and Youtube and the comments were labelled manually as bullying and 
non‐bullying  using  most  common  and  frequent  Arabic  bullying  keywords  detected  from  the 
comments.  Their  result  showed  term  frequency  inverse  document  frequency  (TF‐IDF)  vectors 
deployed to SVM achieved accuracy of 95% and F1 score of 88%. Dewani et al. (2023) showed that 
SVM and embedded hybrid N‐gram approach performed best in detecting cyberbullying in the Roma 
Urdu  language  context with  an  accuracy  of  83%.  Suhas‐Bharadwaj  et  al.  (2023)  applied  extreme 
learning machine to classify cyberbullying messages and achieved accuracy of 99% and F1 score of 
91%. Woo et al. (2023) conducted a systematic review of CB literature. Their literature review findings 
suggest SVM and Naïve Bayes (NB) are the best performing models for CB detection.   

Recently, there have been development of  large language models (LLM) which has taken the 
world by surprise. The LLMs have been applied to several NLP tasks like topic modelling (Ogunleye, 
2023), sentiment analysis (Zhao & Yu, 2021), recommendation system (Yang et al. 2022), and harmful 
news  detection  (Lin  et  al.  2022).  In  the  context  of CB  detection,  Paul &  Saha,  (2022)  compared 
bidirectional encoder  representations  from  transformers  (BERT)  to BiLSTM, SVM, LR, CNN, and 
hybrid  of RNN  and  LSTM,  using  three  real‐life CB  datasets.  The  datasets  are  from  Formspring 
(collected by authors of Reynolds et al. 2011), Twitter (collected by authors of Waseem & Hovy, 2016), 
and Wikipedia  (collected by authors of Wulczyn et al. 2017). They used SMOTE  to  rebalance  the 
dataset and thus, showed BERT outperformed other models across the datasets with at least 91% F1 
score. Similarly, Yadav et al.    (2020) applied BERT to the Formspring dataset (Reynolds et al. 2011), 
and Wikipedia  dataset  (Wulczyn  et  al.  2017).  Their  approach  achieved  F1  score  of  81%  for  the 
Wikipedia dataset. They rebalanced the Formspring dataset thrice and achieved F1 score of 59% with 
first oversampling rate, F1 score of 86% with second oversampling dataset and 94% F1 score in the 
third oversampling dataset.   However, it is worth mentioning that they have tested their model on 
the oversampled dataset and thus might not be reliable in terms of generalisation. Yi & Zubiaga (2022) 
used the same dataset from Formspring (Reynolds et al. 2011), Wikipedia (Wulczyn et al. 2017) and 
Twitter  (Waseem & Hovy, 2016). They proposed   XP‐CB,    a    novel    cross‐platform    adversarial 
framework    based    on  transformers  and  adversarial  learning  models  for  cross  platform  CB 
detection. They  showed XP‐CB can enhance a    transformer    leveraging    unlabelled    data    from   
the    source  and    target    platforms    to    come    up    with    a    common    representation    while   
preventing    platform‐specific    training. They showed XP‐CB achieved an average macro F1 score of 
69%. In summary, popular data source for CB detection are Wikipedia, Formspring, and Twitter (Paul 
& Saha, 2022; Yi & Zubiaga 2022; Reynolds  et al. 2011; Yadav  et al. 2020). Our  literature  review 
findings suggest that very few studies have used transformers models (pre‐trained large language 
models) for the CB detection. CB literature survey conducted by Woo et al. (2023) found that most 
studies have used traditional machine  learning models for CB detection. Thus, our paper looks to 
compare the performance of state‐of‐the‐art (SOTA) language models for CB detection.   

3. Methodology

We propose the use of fine‐tuned Robustly optimized BERT approach (RoBERTa) for automatic 
cyberbullying (CB) detection. We conducted an experimental comparison of large language models 
to traditional machine  learning models such as support vector machine (SVM) and random forest 
(RF).   
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3.1. Bidirectional Encoder Representations from Transformers (BERT) 

BERT (Devlin et al. 2018) is a self‐supervised autoencoder (AE) language model developed by 
Google  in  2018  for  training NLP  systems. BERT  is  a  bidirectional  transformer‐based model pre‐
trained on  a  large‐scale Wikipedia  corpus using  the Masked Language Model  (MLM)  and next‐
sentence  prediction  tasks.  BERT  (base)  is  implemented  based  on  transformer  and  attention 
mechanism which uses  encoder  to  read  in  input  and decoder  to output.    The BERT base model 
consists of 12  layers of transformer blocks, 768 hidden  layer size, and 12 self‐attention heads. The 
model comprises of two stages which are pre‐training stage and fine‐tuning stage. Without making 
significant task‐specific architecture alterations, the pre‐trained BERT model can be improved with 
just one extra output layer to produce cutting‐edge models for a variety of tasks, including question 
answering and  language  inference. The objective of  the masked  language model  is  to predict  the 
actual vocabulary id of a masked word only based on its context after randomly masking some of the 
tokens from the input. The MLM’s intent permits the representation to combine the left and the right 
context, in contrast to the left‐to‐right language model pre‐training, which allows us to pre‐train a 
deep  bidirectional  Transformer.  To  fine‐tune  the  pre‐trained  BERT  model,  the  model  is  first 
instantiated with default parameters (used when pre‐trained) and then the parameters are fine‐tuned 
using labelled data from downstream tasks (text classification in our case). Every sequence will start 
with a particular classification token as the first token ([CLS]). For classification tasks, the last hidden 
state matching to this token is used as the aggregate sequence representation (Figure 1 below). The 
sum of the token embeddings, segmentation embeddings, and position embeddings constitutes the 
input embeddings as shown in Figure 2 below. 

Figure 1. Illustration of BERT model architecture. 
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Figure 2. BERT input representation (Devlin et al. 2018). 

3.2. RoBERTa 

Facebook AI Research (FAIR) identified the limitations of Google’s BERT and proposed Robustly 
optimized BERT approach (RoBERTa) in 2019. Liu et al. (2019) stated that BERT was undertrained, 
and  they modified  the  training method  by  (i)  using  dynamic masking  pattern  instead  of  static, 
(ii)training with more  data with  large  batches,  (iii)  removing  next  sentence  prediction,  and  (iv)
training on  longer sentences and proposed RoBERTa. As a result, RoBERTa outperforms BERT  in
terms of the masked  language modelling objective and performs better on downstream tasks. For
training the model, the researchers employed pre‐existing unannotated NLP datasets as well as the
unique collection CC‐News, which was compiled from publicly available news stories. RoBERTa is a
component of the effort by Facebook to improve the state‐of‐the‐art in self‐supervised models so that
they may be created with less dependency on time and data‐labelling.

3.3. XLNET 

XLNet (Yang et al. 2019) is a permutation based autoregressive transformer that combines the 
finest aspects of autoencoding and autoregressive language modelling while seeking to get around 
their drawbacks. BERT (autoencoder language model) ignores the dependency between the masked 
positions and leads to pretrain‐finetune discrepancy because it relies on masking the input to corrupt 
it. On the other hand, conventional autoregressive (AR) language models predict the next word based 
on  the wordʹs context either  in  forward or  in backward direction but not  in both. XLNet  training 
objective calculates the likelihood of a word based on all possible word permutations in a sentence, 
rather  than only  those  to  the  left or  right of  the  target  token.  Integrating Transformer‐XL  and  a 
carefully thought‐out two‐stream attention mechanism are just two of the ways that the XLNet neural 
architecture is designed to perform in perfect harmony with the AR (autoregressive) mission. It is 
anticipated that to capture bidirectional context, each position would learn to make use of contextual 
data from all positions. 

3.4. XLM‐RoBERTa 

The multilingual version of RoBERTa is called XLM‐RoBERTa (Conneau, 2019) was released by 
Facebook as an update to their XLM‐100 model. It was trained on 100 languages from 2.5TB of filtered 
common crawl data. The ʺRoBERTaʺ part in XLM‐RoBERTa originates from the fact that it uses the 
identical training procedures as the monolingual RoBERTa model, with the Masked Language Model 
training objective. There is no ALBERT‐style sentence order prediction or BERT‐style Next Sentence 
prediction in XLM‐RoBERTa. 
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3.5. Evaluation Metrics 

This section discusses the evaluation metrics of the models to understand how well they have 
performed in this context and help decide on the best model. In a classification task, the common 
evaluation metrics are accuracy, precision, recall, and f1‐measure. The proportion of correctly and 
wrongly labelled classes will be described in the form of true positive, true negative, false positive 
and false negative. 

Where: 
True Positive (TP) i.e. Positive class classified correctly 
False Positive (FP) i.e. Negative class wrongly predicted as positive (Type I error) 
False Negative (FN) i.e. Positive class wrongly predicted as negative (Type II error) 
True Negative (TN) i.e. Negative class classified correctly 
Accuracy: is the ratio of number of samples predicted correctly to the total number of samples. 

(1) 

Precision: denoted as P is the percentage % of selected items that is correct. 

(2) 

Recall: denoted as R is the percentage % of correct items that are selected.   

(3) 

F1 measure provides the balance between the precision and recall and can be denoted as   

2PR / P + R.  (4) 

3.6. Dataset 

In this study, we have used data from existing cyberbullying (CB) studies. The datasets were 
collected  from  Formspring.me  and  Twitter. We  have  named  the  datasets D1,  and D2,  for  easy 
identification. In Dataset (D1), we used the dataset of Agrawal and Awekar (2018). They collected the 
data from Formspring and employed three human annotators from Amazon Mechanical Turk service 
to label the data as bullying or non‐bullying. The data is publicly available via this link (GitHub ‐ 
sweta20/Detecting‐Cyberbullying‐Across‐SMPs). Table 1 below shows the class distribution of the 
dataset (D1). 

Table 1. D1 – Formspring (CB) data distribution    (Agrawal and Awekar, 2018). 

Label  Count 

Not Cyberbullying (CB)  11997 

Cyberbullying  776 

Wang et al. (2020) prepared new dataset from six existing studies (Agrawal and Awekar, 2018; 
Bretschneider et al. 2014; Chatzakou et al. 2019; Davidson et al. 2017; Waseem and Hovy, 2016; Xu et 
al. 2012). Their datasets were manually annotated into fine‐grained CB target classes namely, victim’s 
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age, ethnicity, gender, religion, other quality of CB and not cyberbullying (notcb). The datasets were 
imbalanced; hence, they applied a modified Dynamic Query Expansion (DQE) to augment the dataset 
in a semi‐supervised manner. They then randomly sampled approximately 8,000 tweets from each 
class to have a balanced dataset of approximately 48000 tweets. The dataset is publicly available and 
can be accessed via this  link below. Table 2 below provides the class distribution of their dataset. 
https://drive.google.com/drive/folders/1oB2fan6GVGG83Eog66Ad4wK2ZoOjwu3F. 

Table 2. Twitter (CB) data distribution (Wang et al. 2020). 

Label  Count 

Age  7992 

Ethnicity  7961 

Gender  7973 

Religion  7998 

Other CB  7823 

Not CB  7945 

The issue of data scarcity and class imbalance is a popular problem in CB detection domain. To 
resolve this, we took a different approach to Wang et al. (2020). This is because we aim to prepare a 
dataset which  is  comparable  to  prior  and  future work  and  to  enhance  the  development  of CB 
detection  algorithms. Thus, we prepared our binary  classification dataset  (D2)  from  existing CB 
studies including Wang et al. (2020). In dataset (D2), we converted the multi‐class dataset of Wang et 
al.  (2020)  into  binary  classes  by  labelling  the  ‘age’,  ‘ethnicity’,  ‘gender’,  ‘religion’  and  ‘other 
cyberbullying’ classes as “bullying” class. Agrawal and Awekar (2018) have 11,997 CB non‐ bullying 
instances  and  only  776  bullying  instances  from  FormSpring.  Thus,  we  concatenated  the  two 
imbalanced binary class datasets to create ours. The instances that had less than 3 words or more than 
100 words have been considered outliers and removed  to obtain a more representational dataset. 
Table 3. below presents the distribution of our dataset. 

Table 3. D2 ‐ distribution    (Our study). 

Label  Count  Source  Annotation 

Bullying  19553  FormSpring + Twitter    Manual 

Non‐Bullying  19526  FormSpring + Twitter  Manual   

3.7. Experimental Set Up 

The TF‐IDF weighted feature vectors and SBERT embeddings are used as input to the RF and 
SVM models. Support Vector Machine was employed using  ‘radial basis  function’  (rbf) as kernel 
function with C=5 and gamma=0.5  for non‐linear classification. The Random Forest classifier was 
employed with the number of estimators as 100 and the bootstrap parameter set to True (to allow 
taking subsamples  for each decision tree). Additionally, we utilized HuggingFace transformers  to 
implement pre‐trained language models. The number of training epochs used is 4. For training and 
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testing, we divided the data into stratified samples of 90% and 10%. With all the above descriptions 
for the models, the study was conducted  in two cases. In case 1, we used the dataset D1 which  is 
highly imbalanced with 10702 negative class instances and 703 positive class instances for training. 
This imbalanced dataset was given as input to pre‐trained language models namely, BERT, RoBERTa, 
XLNET,  and  XLM‐RoBERTa.  Similarly,  in  case  2,  the  dataset D2 was  used  as  input  to  the ML 
algorithms, and we present the result in subsequent section.     

4. Experimental Result 

This section presents the result of our experimental comparison of the classification algorithms. 
Our experiment was in two folds. In the first experiment, we implemented the algorithms with the 
imbalanced dataset  (D1)  and named  this  case  1.  In  the  second  experiment, we  implemented  the 
algorithms with the balanced dataset (D2) prepared, and this is named case 2. Table 4 below presents 
the evaluation report of our case 1.   

Table 4. Evaluation report of classification algorithms (case 1). 

Algorithms  Class  Training 
Size 

Accuracy (%)  Precision (%)  Recall (%)  Macro 

F1‐Score (%) 

BERT  0  10792  0.96  0.98    0.98    0.98   

  1  703    0.66  0.63  0.64 

XLNet  0  10792  0.95  0.97    0.99    0.98   

  1  703    0.70  0.41  0.52 

RoBERTa  0  10792  0.95  0.98    0.98    0.98   

  1  703    0.63  0.68  0.66 

XLM ‐  0  10792  0.94  0.98    0.96  0.97   

RoBERTa  1  703    0.53  0.68  0.60 

In our experiment, the positive class instances (‘bully’) is denoted ‘1’ and this class is of interest. 
Firstly, we implemented the traditional machine learning classifiers namely, support vector machine 
(SVM),  random  forest  (RF),  and  logistic  regression. However,  all  these  classifiers produced poor 
result. Thus, they were excluded in case 1. The result in Table 1 above shows that RoBERTa achieved 
the best performance with F1 score of 0.66. In general, the algorithms struggled with the positive class 
instances (‘bully’), when compared to negative instances (‘non bully’), especially the XLNet model. 
This is unsurprising as its due to the class imbalance of the dataset (D1). However, the results are 
superior to the result of Agrawal and Awekar (2018). Agrawal and Awekar (2018) is the creator of 
dataset  D1,  and  they  applied  bidirectional  long  short‐term  memory  (BiLSTM)  with  attention 
mechanism    for CB detection. In their study, their BiLSTM implementation achieved a F1 score of 
0.51 for the positive class instance (‘bully’). In comparison to our study, all our large language models 
applied to D1 showed better performances.   

Furthermore,  in  the  experiments  of Agrawal  and Awekar  (2018),  they  improved  on D1  by 
oversampling  the minority class using  the SMOTE  (Synthetic Minority Oversampling  technique). 
Their BiLSTM  implementation  achieved  F1  score  of  0.91  for  the  positive  class  instance  (‘bully’). 
However, Emmery et al. (2021) criticised their  implementation.    Emmery et al. (2021) reproduced 
their  experiment  and  discovered  the  overlap  between  train‐test  data  due  to  the  oversampling 
method. They showed the results of Agrawal and Awekar (2018) for oversampled case is not reliable. 
Thus, Emmery et al.  (2021) modified  the  implementation  (BiLSTM with attention mechanism) by 
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oversampling only the training data and achieved F1 score of 0.33 for ‘bully’ class. To conclude for 
case 1  (D1), all our models namely, BERT, RoBERTa, XLNet  and XLM‐RoBERTa achieved better 
performance than that of Agrawal and Awekar (2018) and Emmery et al. (2021) as reported in Table 
4  above.  The  performance  of  the  large  language  models  can  be  attributed  to  their  power  to 
understand context better and effective understanding of long sequence text. Thus, it is not surprising 
to see that the large language models have performed better than the traditional machine learning 
models and the hybrid algorithms. 

Table 5. Evaluation report of classification algorithms (case 2). 

Algorithms  Class  Training 
Size 

Accuracy (%)  Precision (%)  Recall (%)  Macro 

F1‐Score (%) 

BERT  0  17573  0.85  0.85  0.86  0.86 

1  17598 0.86  0.85  0.86 

XLNet  0  17573  0.86  0.88  0.84  0.86 

1  17598 0.84  0.88  0.86 

RoBERTa  0  17573  0.87  0.87  0.86  0.86 

1  17598 0.86  0.87  0.87 

XLM‐

RoBERTa 

0  17573  0.86  0.86  0.86  0.86 

1  17598 0.86  0.86  0.86 

SBERT + 

SVM 

0  17573  0.85  0.84  0.87  0.86 

1  17598 0.87  0.83  0.85 

SBERT +RF  0  17573  0.81  0.79  0.86  0.82 

1  17598 0.84  0.77  0.81 

TF‐IDF + 

SVM 

0  17573  0.84  0.84  0.86  0.85 

1  17598 0.86  0.83  0.85 

TF‐IDF + 

RF 

0  17573  0.84  0.80  0.90  0.85 

1  17598 0.88  0.78  0.83 

Table  5  above  presents  the  case  2  of  our  experiment. Using  our  dataset  (D2), we  ascertain 
RoBERTa as the state‐of‐the‐art model as the algorithm achieved the best performance overall with 
F1 score of 0.87 for positive class (‘bully’). Also, the results of all four language models prove that 
they are all comparable in performance with not much variance. This agrees with the result of Paul 
and  Saha  (2022)  that  showed  Bidirectional  Encoder  Representation  from  Transformer  (BERT) 
performs than deep learning algorithms like (BiLSTM) for automated cyberbullying detection. Our 
experimental findings showed that pre‐trained language models are powerful and competitive with 
other models in the detection of cyberbullying on social media sites. Furthermore, it is worth noting 
that because we have used a balanced training dataset (D2), the traditional machine learning models 
also showed good performance, most notably, the support vector machine (SVM) that achieved F1 
score of 0.85 for the positive class (‘bully’). This is consistent with the result of Ogunleye (2021) that 
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showed  SVM  is  a  robust  classification  algorithm when  fed with  a  balanced  training  dataset.  In 
summary, we propose the use of RoBERTa for CB detection.   

5. Conclusions

In  this  study, we  aimed  to  ascertain  state‐of‐the‐art  (SOTA)  language model  for  automated 
cyberbullying (CB) detection. We prepared a new dataset (D2) from existing CB studies. The datasets 
were originated from FormSpring and Twitter and were manually annotated. We used the dataset in 
our implementation and our results showed RoBERTa performed well in both experiments, case 1 & 
2. For a classification task, we argue that large language models (LLMs) can predict the minority class
better  than  the  approach  of  using  traditional machine  learning  approach  and/or  oversampling

technique (case 1). This is due to the ability of language model to understand context of long and
short text. In addition, we showed that RoBERTa perform better than deep learning approach like
BiLSTM with attention mechanism. We also evidenced  that when dataset  is balanced,  traditional
machine learning approach produces good performance, however, RoBERTa yielded a state‐of‐the‐
art (SOTA) performance. To conclude, our contributions can be summarised as follows. We prepared
a new dataset (D2) for the development of algorithms in the field of CB detection. The dataset (D2)
has been made publicly available for research access and use. We demonstrated how large language
models can be used for automated CB detection with two datasets (D1 & D2). We presented SOTA
results for CB detection by fine tuning RoBERTa.

In  theory,  the  use  of machine  learning  algorithm  yields  poor  performance when  fed with 
imbalance dataset compared to large language models. Similarly, language models yield better result 
with balanced dataset. This implies that the performance of RoBERTa is consistent across different 
categorises (balanced or not) of cyberbullying dataset. In practice, our application is useful for social 
network owners, the government, and developers to implement cyberbullying detection algorithm 
to prevent and reduce the act. For future work, we consider implementing a multimodal approach to 
develop and enhance algorithms for CB detection. In addition, the  language models can be tuned 
with external corpus to improve on SOTA models. This implementation can be extended to detect 
other forms of online abuse including hate speech, and cyber molestation.   
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