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Article 
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2  CNPC Key Laboratory of Geophysical Exploration, China University of Petroleum (Beijing),   

Beijing, 102249, China 
*  Correspondence: wdibr@126.com 

Abstract: The study of fractures in the subsurface is very important in unconventional reservoirs since they are 
the main conduits for hydrocarbon flow. For this reason, a variety of equivalent medium theories have been 
proposed  for  the  estimation  of  fracture  and  fluid  properties  within  reservoir  rocks. We  experimentally 
investigated  the  feasibility of applying  the Galvin model  in  fractured  tight  stones. For  this proposal,  three 
artificial fractured tight sandstone samples with the same background porosity (11.7% ± 1.2%) but different 
fracture densities of 0.00, 0.0312, and 0.0624 were manufactured. The fracture thickness was 0.06 mm and the 
fracture diameter was 3 mm in all the fractured samples. Ultrasonic P‐ and S‐wave velocities were measured 
at 0.5 MHz in a laboratory setting in dry and water‐saturated conditions in directions at 0°, 45°, and 90° to the 
fracture normal. The results were compared with theoretical predictions of the Galvin model. The comparison 
showed  that model  predictions  significantly  underestimated  P‐  and  S‐ wave  velocities  as well  as P‐wave 
anisotropy  in  water‐saturated  conditions,  but  overestimated  P‐wave  anisotropy  in  dry  conditions.  By 
analyzing the differences between the measured results and theoretical predictions, we modified the Galvin 
model by adding the squirt flow mechanism to it and used the Thomsen model to obtain the elastic moduli in 
high‐ and low‐frequency limits. The modified model predictions showed good fits with the measured results.   

Keywords: artificial fractured tight stones; equivalent medium theories; rock physics; experimental 
validation; anisotropy 

 

1. Introduction 

In unconventional reservoirs with low matrix permeability, fractures can be the main conduits 
for the flow of pore fluids. Fracture detection and characterization are very important in the context 
of oil/gas exploration and production. As a result, analyses of fracture physical characteristics (scale, 
aperture, orientation) and their influences on seismic propagation have attached considerable interest 
in academia and industry. 

Equivalent medium theories have been used to bridge the rock physics relationships between 
rock, fracture, and fluid properties to seismic velocity, attenuation, and anisotropy. Traditionally, the 
theories of Schoenberg (1988) [1,2], Thomsen (1995) [3], and Gurevich (2003) [4] have been applied. 
However,  these  models  have  strict  frequency  limitations  because  of  the  assumptions  in  their 
derivation processes. The model of Schoenberg (1988) is usually referred to as a linear‐slip model and 
is  limited to a high‐frequency regime wherein fluid  is  isolated  in  fractures, whereas the Gurevich 
model is limited to a low‐frequency regime with fluid allowed to flow between fractures and quant 
pores.  The  Thomsen model  provides  different  expressions  in  low‐  and  high‐frequency  regimes, 
respectively. These  three models  neglect  the  dispersion  effect  and  cannot  be  used  to  obtain  the 
frequency‐dependent moduli  of  fractured  rocks. Brajanovski  et  al.  (2005)  extended  the Gurevich 
model and derived an analytical solution for P‐wave dispersion [5]. Galvin and Gurevich    provided 
a unified model by branching function approximation [6,7]. This approximation has similar behavior 
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compared  to  asymptotic  analytical  solutions  at  low  and high  frequencies  and  satisfies  causality, 
turning out to be very accurate and useful. We refer to the Galvin and Gurevich (2015) model as the 
Galvin model.   

Validation  of  these  theoretical  models  through  well‐designed  laboratory  experiments  is 
desirable. Unfortunately,  the  fractures  are  unknown  and  cannot  be  quantitatively  controlled  in 
natural  rocks.  Thus,  artificial  sandstones with  controlled  fractures  are  frequently  used  to  study 
seismic wave propagation in fractured rocks by conducting laboratory experiments. Rathor (1995) 
provided P‐ and S‐wave velocity results in artificial fractured sandstones bounded by epoxy [8], and 
the data set confirmed the nature of seismic anisotropy in porous rocks with aligned penny‐shaped 
fractures. The measured results were compared with predictions of the Hudson model and Thomsen 
model,  and  the  results  demonstrated  significant  effects  of  fluid  flow  on  seismic  velocity  and 
anisotropy. Tillotson  (2012, 2014)  investigated  the  feasibility of  the Chapman model  in predicting 
seismic  velocity  and  anisotropy  in  silica‐cemented  artificial  rocks  [9,10].  Ding  (2017,  2018) 
experimentally investigated the effects of fracture density and scale on seismic velocity anisotropy 
[11,12];  the  results were  compared with  those of  the Chapman model  and good  fits were  found 
between the measured data and theoretical predictions. However, as previous experimental studies 
based on artificial fractured sandstones are often conducted in the high‐porosity range (>29%), there 
are, so far, few experimental studies that address the reliability of equivalent medium theories of low‐
porosity fractured rocks, despite the fact that unconventional reservoirs are usually characterized by 
low porosity and low permeability. 

In  this work, we  aimed  to  investigate  the  application  of  the Galvin model  for  low‐porosity 
artificial fractured sandstones. We constructed three artificial fractured sandstone samples with the 
same background matrix porosity  (11.7% ± 1.2%) but different  fracture densities  (0%, 3.12%, and 
6.24%).  The  P‐  and  S‐wave  velocities  as  well  as  the  anisotropic  parameters  were  measured 
experimentally and compared with the predictions of the Galvin model. The differences between the 
measured  results and  theoretical predictions were analyzed, based on which  some modifications 
were made to the Galvin model. 

2. Theoretical Background 

The Galvin model seeks to model frequency‐dependent elastic moduli in fractured porous rocks 
[7]. The elastic stiffness tensor  ( )sat

ijC w   given by Galvin (2015) is of the following form: 

, ,

2

, ,

1 1
[1 ( ) / (1 1 )]

( ) ( )
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where  sat

ij hf
C

,
  and 

,

sat

ij lf
C   are the stiffness tensor in the high‐ and low‐frequency limits, which can be 

obtained  by  the  linear‐slip  theory  and  the  Gurevich  (2003) model,  respectively.  ς   and  τ   are 
parameters that shape the dispersion and attenuation curves of the elastic coefficient: 
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where  11,

sat

lfC   and  11,

sat

hfC   are  the  P‐wave modulus  of  the  fractured  rock  in  the  fracture  normal 

direction in the low‐ and high‐frequency limits. For sparsely distributed penny‐shaped cracks, the 
expressions of T and G are of the following form: 

2 2 2

2

2

2( ) (2 4 3 )

15 (1 )

b

b b b b b b f

b b b b b b

C α M α g α g a ε η
T

μ g g C L κ
  




                          (4)

2
2

( )
f b

b b b

b b b

πε κ
G C α M

a ηC M L
                                      (5)

where  b
C   and  b

L   are  the  P‐wave  modulus  of  fluid  saturated  and  dry  background  matrix, 

respectively;  b
κ   is  the matrix permeability;  1 /b b gbα K K    is Biot’s  coefficient  of  the matrix, 

with  b
K   being the bulk modulus of the dry background matrix and  gb

K   that of the solid grains 

composing the matrix. 
/ [(1 / ) (1 / )]b gb b gb bg gb fM K K K φ K K      is  Biot’s  background matrix modulus, with 

f
K   being  the  fluid  bulk modulus  and  bg

φ   the  porosity  of  the  background.  bμ   is  the  shear 

modulus of the dry background matrix.  a   is the fracture radius and  f
ε   is the fracture density:   

3

f
Naε
V

                                                        (6)

In dry conditions, 
,

sat

ij lf
C   and 

,

sat

ij hf
C   are equal and the Galvin model returns to linear‐slip model 

in which the elastic compliance tensor of the fractured medium  ij
S is of the following form: 

dry dry dry

ij b fS S S                                              (7)

where  dry

bS   is the dry compliance tensor of the background matrix.  dry

fS   is the excess compliance 

tensor associated with the fractures and can be expressed in the following form: 
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  
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(8)

where  N
Z   and  T

Z   denote  the  so‐called  normal  and  shear  excess  compliances  caused  by  the 
presence of fractures, respectively. 

In  fluid‐saturated  conditions, high‐frequency‐limit  fluid does not have  enough  time  to  flow 
between pore space and fractures; this regime is called ‘unrelaxed’ by Mavko and Jizba (1991). In the 
Galvin model, the compliance tensor of fractured rocks in the high‐frequency limit was calculated by 
linear‐slip model by the following form: 
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, ,

sat sat sat

ij hf ij b f
S S S                                                      (9)

where 
,

sat

ij b
S   is  the  inverse of  the  fluid‐saturated matrix stiffness  tensor  b

C  which  is given by  the 

Gassmann equation and dry moduli of the background matrix. 
At the low‐frequency range, fluid has enough time to flow between pores and fractures. In the 

Gurevich (2003) model, fluid‐saturated moduli can be obtained by combining the linear‐slip model 
and the anisotropic Gassmann equation: 

,

sat dry

ij lf ij i j
C C α α M                                        (10)

where  dry

ij
C   is the stiffness tensor of the fractured rock and  α   is Biot’s coefficient, which takes the 

following form: 

3

1
1

3
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ij
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i

gb

C

α
K

Σ
                                                      (11)

and M is Biot’s modulus: 

*

0(1 / ) (1 / )
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gb gb f

K
M

K K φ K K


  
                              (12)

where  φ   is the overall porosity and  0

*K  was defined as follows: 

3 3

0

1 1

1

9

* dry

ij

i j

K C
 

    (13)

In  laboratory  experiments  through  artificial  fractured  sandstones,  the background matrix of 
samples usually exhibited some extent of anisotropy. To model the anisotropy caused by fractures, 
the  anisotropy of  the background matrix must be  taken  into  account  first of  all. Tillotson  (2014) 
modified Chapman  (2003) model  to  account  for  background matrix  anisotropy when modeling 
fracture‐induced anisotropy.  In  the approach of Tillotson  (2014),  the  isotropic background matrix 
moduli assumed by Chapman model was replaced by the measured anisotropic background moduli, 
which is formed by measured velocities and bulk densities of the blank sample (without fractures). 
Similarly, in order to take account the anisotropy in background matrix, we replaced the isotropic 
dry background compliance tensor  dry

b
S   assumed by Galvin model in equation (6) with measured 

anisotropic compliance tensor of dry background matrix  dry

b,meaS , which can be obtained by  (0 )PV  , 

(45 )PV  ,  (90 )PV  ,  1(90 )SV    and  1(0 )SV    and bulk density in 

sample 1# using the equations of Mavko et al. (1998) [13].   

3. Sample Preparation and Velocity Measurement 

The method of Ding  (2014a) was adapted  to construct artificial  tight sandstones with similar 
mineral components [14], pore structures, and cementation to natural rocks. In this method, powders 
of silica sand, feldspar, and kaolinite were mixed in a ball mill for 24 h to ensure homogeneity. Then, 
these mineral powders were mixed with sodium silicate, and the mixture was poured into a mold 
layer by layer. To form the penny‐shaped “meso‐scale” fractures, touch paper discs were spread on 
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the surface of the mineral powder mixtures when layering the mixture in the mold. Touch paper is a 
special kind of paper which has been soaked in saltpeter. At high temperature touch paper would be 
decomposed into gas and leave nearly no remain. Thereafter, compression was applied to compact 
the mineral grains. In this way, a block was formed, and consolidated sodium silicate gave the block 
its initial mechanical strength. The block was then sintered in a muffle oven at 900 °C. In the sintering 
process, the touch paper discs decomposed into gas, leaving penny‐shaped voids to simulate these 
fractures.   

Three low‐porosity artificial rocks with different fracture densities (0, 0.0312, and 0.0624) were 
fabricated (Figure 1a). Each rock was made in exactly the same way except for the introduction of 
fractures. Fracture density is controlled by setting the number of fractures per layer (Table 1). The 
penny‐shaped  fractures were  distributed  parallelly  in  fractured  samples with  a  3 mm  fracture 
diameter and 0.06 mm fracture aperture (Figure 1b). All samples were ground into sexangular prisms 
to make  it possible to conduct ultrasonic velocity measurements at 0°, 45°, and 90° to the fracture 
normal (Figure 1c). 

 
(a) 

 
(b) 
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(c) 

Figure 1. (a) Three samples with different fracture densities; (b) a section of the fractured sample and 
(c) fracture orientation and measurement angle to the symmetry axis. 

Tables  1  and  2  show  the main  parameters  of  the  three  synthetic  rocks.  The  porosity was 
measured  using  helium  porosimetry.  In  the  fractured  samples,  the  background  porosities were 
calculated  by  subtracting  fracture‐induced  porosity  from  the  total  porosity  of  the  sample.  The 
background porosity difference between the three samples was less than 1.2%; this was caused by 
some inevitable tiny errors during the manufacturing process. 

Table 1. The physical parameters of the three samples. 

Parameters  1#  2#  3# 
Number of fracture layers  49  49  49 
Number of fractures/layers  0  45  90 

Fracture density  0  0.0312  0.0624 
Fracture thickness  /  0.055 mm  0.055 mm 
fracture diameter  /  3 mm  3 mm 

Bulk density (air saturation)  2.114 g/cc  2.120 g/cc  2.085 g/cc 
Bulk density (water saturation)  2.231 g/cc  2.243 g/cc  2.221 g/cc 

Total porosity  11.7%  12.3%  13.6% 
Fracture occupied porosity  0%  0.36%  0.72% 

Matrix porosity  11.7%  11.94%  12.88% 
Permeability (D)  0.0013  /  / 

Table 2. The scale of the three samples. 

Model Number 
Fracture 
Density 

Length (mm) 
X  Y  Z  45° 

1#  0  68.54  48.75  68.46  67.03 
2#  0.0312  68.75  48.44  67.71  67.55 
3#  0.0624  68.78  49.42  68.44  67.99 

Figure 2 shows the SEM image of the artificial rock, pore structure, and parallelly distributed 
fractures with controlled geometry. 
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(a) 

 
(b) 

Figure 2. SEM images of artificial fractured sandstones. (a) Pore structure; and (b) aligned fractures. 

P‐  and  S‐wave  velocity  measurements  were  conducted  on  an  ultrasonic  bench‐top  pulse 
transmission  system at  room  temperature and atmospheric pressure  for dry and water‐saturated 
conditions.  The  measurement  was  based  on  the  test  standard  DZ/T0276.24‐2015.  The  central 
frequency of P and S transducers was 0.5 MHz and the time sampling interval was 0.04 μs for both 
P‐ and S‐wave signals. The measurement error was about 0.5% for P‐wave velocity and 0.8% for S‐
wave velocity. Water saturation was obtained by immersing the samples in a water‐filled container, 
which was placed in a sealed bin to extract the air. To ensure full water saturation, the saturation rate 
was calculated as follows: 

100
sat dry

f

m m
Sw water

Vφρ
( ) %


    (14)
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where  sat
m   and  drym   are the wet and dry masses of the sample, respectively,  V   and  φ   are the 

volume and helium‐porosimetry‐measured porosity of the sample, respectively, and  f
ρ   is the bulk 

density of water.   
P‐ and S‐wave velocities were measured  in three directions at 0°, 45°, and 90° to the fracture 

normal. In each direction, both S1 and S2 velocities were measured for polarization parallel (S1) and 
perpendicular (S2) to the fractures by rotating the transducers. 

Through a numerical modeling experiment, Dellinger and Vernik (1994) indicated that for wave 
propagation parallel or perpendicular to the layering (or in this case fractures), a true phase velocity 
is measured in laboratory ultrasonic experiments. However, a wavefront propagating at 45° to the 
fracture normal can suffer a lateral translation. If the lateral translation suffered by the wave is greater 
than  the radius of  the receiving  transducer,  then a group velocity  is measured  instead of a phase 
velocity. Equations in Dellinger & Vernik (1994) was used to calculate the lateral translations at 45°, 
and  the  results  show  that  the value was within 8.03 mm  for all measurements,  smaller  than our 
transducer radius (12.5 mm). Therefore, we concluded that we measured the phase velocity for both 
P‐ and S‐waves in three directions. A similar conclusion was reached by Ding (2018) using the same 
experimental setup as that used in this study. 

4. Results 

Figures  3a,  4a  and  5a  show  P‐wave  velocity  variation with  the  propagation  angle  in  three 
samples. The P‐wave velocity was the fastest in the 90° direction and the slowest in the 0° direction 
in all samples. 

 
(a) 
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(b) 

 
(c) 

Figure  3. Measured  velocity  and  theoretical  predictions  of  the Galvin model  for  the  1#  sample 
(fracture density 0). (a) P‐wave (P‐wave velocity measurement error is smaller than the size of labels); 
(b) SH‐wave; and (c) SV‐wave. 
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(a) 

 
(b) 
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(c) 

Figure  4. Measured  velocity  and  theoretical  predictions  of  the Galvin model  for  the  2#  sample 
(fracture density 0.0312). (a) P‐wave (P‐wave velocity measurement error is smaller than the size of 
labels); (b) SH‐wave; and (c) SV‐wave. 

 
(a) 
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(b) 

 
(c) 

Figure  5. Measured  velocity  and  theoretical  predictions  of  the Galvin model  for  the  3#  sample 
(fracture density 0.0624). (a) P‐wave (P‐wave velocity measurement error is smaller than the size of 
labels); (b) SH‐wave; and (c) SV‐wave. 

The P‐wave velocity variation with the direction in the 1# sample indicated some anisotropy in 
the  background matrix  in  all  samples;  this  is  due  to  layering  in  the  construction  process  and 
frequently  encountered  in previous  experimental  studies  [9,10,11,12]. For P‐wave propagation  at 
oblique (45°) and perpendicular (0°) angles, in fractured samples, the aligned fractures can increase 
the  compliance of  rocks  and  reduce P‐wave velocity.  In  the  90° direction,  the measured P‐wave 
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velocity in samples 2# and 3# was higher than 1# in the dry condition, and lower than 1# in the water‐
saturated condition. Theoretical and experimental studies    indicated that in the 90° direction [12], P‐ 
and  SH‐wave  velocity  only decrease  very  slightly with  the  increase  of  fracture density,  because 
fractures are hard to compress in this direction. Therefore, the difference of the measured P‐wave 
between different fracture density samples in the 90° direction is mainly due to both the background 
matrix property differences within the three samples and the velocity measurement error. 

In dry conditions, theoretical predictions fit well with the measured P‐wave in the 90° direction. 
However,  in  fractured  samples  (2#  and  3#),  theoretical  predictions  underestimated  the  P‐wave 
velocity at 45° and 0°, indicating the predicted P‐wave anisotropy was larger than the measured data. 
In water‐saturated conditions, predicted P‐wave velocities were well below the measured results. In 
the Galvin (2015) model, the fluid‐saturated background matrix modulus is calculated by Gassmann 
theory. The results for the 1# sample indicated that Gassmann theory significantly underestimated P‐
wave  velocity  in  the water‐saturated  background matrix  in  the  three  samples. Meanwhile,  the 
measured P‐wave velocity showed 2θ periodicity while the predicted P‐wave velocity showed 4θ in 
the propagation direction. 

Figures 3b, 4b and 5b show comparisons of the SH‐wave velocities with measured data versus 
the propagation direction angle in samples with different fracture densities. In dry conditions, the 
predicted  SH‐wave  velocity  qualitatively  fit  the measured  data,  and  some  underestimation was 
found in the 45° and 0° directions. In water saturation, for sample 1#, the measured SH‐wave velocity 
was higher than in dry conditions, while in theoretical prediction water saturation can reduce SH‐
wave velocity from dry conditions. The Gassmann theory assumes that water saturation does not 
influence shear modulus,  dry sat

μ μ . Since water saturation can increase the bulk density but has 

no effect on shear modulus in theoretical prediction, the predicted water‐saturated SH‐ and SV‐wave 
velocities were  lower  than  those  in dry conditions. The  results of SH‐wave velocity  in sample 1# 
indicated that water saturation can greatly  increase the shear modulus  in  the background matrix. 
Regardless, in water saturation, the predicted SH‐wave velocity qualitatively fit the measured data. 
In fractured samples, dry SV‐wave velocity was slightly underestimated in the 0° and 90° directions 
and significantly overestimated in the 45° direction (Figures 3c, 4c and 5c). The predicted SV‐wave 
velocity exhibited greater variation with propagation angle than the measured data in both dry and 
water‐saturated conditions. 

Figure 6a shows a comparison of the P‐wave anisotropy parameter ε between the measured data 
and theoretical prediction in dry and water‐saturated conditions. P‐wave anisotropy was higher in 
samples with larger fracture densities because the presence of penny‐shaped fractures increases the 
compliance of samples in perpendicular directions to a much larger extent than in parallel directions. 
The predicted P‐wave anisotropy was higher than that measured in dry conditions and lower than 
the  measured  data  in  water‐saturated  conditions  in  fractured  samples.  The  predicted  S‐wave 
anisotropy was slightly higher than the measured data in both dry and water‐saturated conditions 
(Figure 6b). 
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(a) 

 
(b) 

Figure  6.  Measured  anisotropy  and  theoretical  predictions  of  the  Galvin  model.  (a)  P‐wave 
anisotropy; (b) S‐wave anisotropy. 

5. Discussion 

We  tested  our  experimental  results  against  predictions  of  the  Galvin  model  from  an 
experimental point of view. Predicted P‐ and S‐wave velocity in water‐saturated conditions were well 
below the measured data. The Galvin model uses Gassmann theory to calculate the fluid‐saturated 
background matrix modulus.  However,  the  Gassmann  theory  is  valid  only  at  sufficiently  low 
frequencies because it assumes that the induced pore pressure is equilibrated throughout the pore 
space (i.e., there is sufficient time for the pore fluid to flow and eliminate wave‐induced pore pressure 
gradients). The experimental frequency (0.5 MHz) was higher than the low‐frequency range assumed 
by Gassmann theory, so pore pressure was not equilibrated throughout the pore space. This acts to 
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‘stiffen’ the rock and make P‐ and S‐wave velocity higher than in the theoretical prediction. Similar 
observations can be found in ultrasonic experimental studies of tight stones, and Li (2018) indicated 
the dispersion effect  caused by  local  fluid  flow between pores and microcracks makes measured 
velocity higher than in Gassmann‐theory‐based prediction. 

Considering  the differences  between  the measured data  and  theoretical predictions,  several 
modifications were made to the Galvin model: (i) the Dvorkin (1995) squirt flow model was used to 
replace the Gassmann model to calculate the fluid‐saturated background matrix modulus [17]. The 
parameter Z  in  the Dvorkin model was  found  by matching  the measured  P‐wave  velocity  and 
theoretical prediction. (ii) The elastic moduli of the fractured rocks in the low‐ and high‐frequency 
limits were obtained by the Thomsen model instead of the linear‐slip model or the Gurevich (2003) 
model. Figures 7–9  show comparisons of  the measured P‐, SH‐, and SV‐wave velocities with  the 
prediction of the Galvin model and the modified Galvin model. In water saturation, predicted P‐, SH‐
, and SV‐wave velocities  in  the modified model were significantly higher  than  that  in  the Galvin 
model,  indicating  that  squirt  flow  can  increase  both  bulk  and  shear moduli.  Predicted  P‐wave 
velocities of the modified model were very close to measured data. In the modified model prediction, 
SH‐ and SV‐wave velocity in water saturation were higher than in dry conditions; this is in agreement 
with measured data but contradicts the Galvin model. However, the modified model predicted SH‐ 
and SV‐wave velocities were still lower than the measured results in water‐saturated conditions. For 
dry conditions, since the measured results of sample 1# were used as inputs in the Galvin model and 
modified Galvin model, both models yielded the same predictions of dry velocities of three modes of 
waves in 1#. In sample 2# and 3#, predictions of dry P‐ and SH‐wave velocities between the Galvin 
model  and  the modified model were  close  to  each  other,  but predictions  of  the  SV‐wave  in  the 
modified model exhibited smaller variations with propagation angle than the Galvin model and were 
qualitatively closer to the measured data. 

 
(a) 
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(b) 

 
(c) 

Figure 7. Measured velocity and theoretical predictions of the Galvin model (dashed curves) and the 
modified model  (solid  curves)  for  sample  1#  (fracture  density  0).  (a)  P‐wave  (P‐wave  velocity 
measurement error is smaller than the size of labels); (b) SH‐wave; and (c) SV‐wave. 
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(c) 

Figure 8. Measured velocity and theoretical predictions of the Galvin model (dashed curves) and the 
modified model (solid curves) for sample 2# (fracture density 0.0312). (a) P‐wave (P‐wave velocity 
measurement error is smaller than the size of labels); (b)‐SH‐wave; and (c) SV‐wave. 

 
(a) 
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(b) 

 
(c) 

Figure 9. Measured velocity and theoretical predictions of the Galvin model (dashed curves) and the 
modified model (solid curves) for sample 3# (fracture density 0.0624). (a) P‐wave (P‐wave velocity 
measurement error is smaller than the size of labels); (b) SH‐wave; and (c) SV‐wave. 

Figure 10 shows comparisons of  the measured P‐wave anisotropy with  the prediction of  the 
Galvin model and the modified Galvin model. In water‐saturated conditions, the predicted P‐wave 
anisotropy of the modified model was higher than that of the Galvin model and close to the measured 
results; Meanwhile, S‐wave anisotropy prediction in the modified model was slightly lower than the 
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Galvin model. Whereas,  in dry  conditions,  the modified model yielded nearly  the  same P‐wave 
anisotropy and S‐wave anisotropy as the Galvin model. In dry conditions, Galvin model prediction 
agreed with  that  of  the  linear‐slip model,  and  the modified model  prediction  agreed with  the 
Thomsen model. The linear‐slip model and Thomsen model yielded nearly the same dry P‐ and S‐
wave anisotropy parameters. In water‐saturated conditions, the modified model predicted larger P‐
wave anisotropy than the Galvin model. That is mainly because the predicted P‐wave anisotropy of 
hf

ij
C   and  lf

ij
C   of the modified model was higher than the Galvin model. Table 3 lists the predicted 

P‐wave anisotropy parameter in  lf

ij
C   and  hf

ij
C   of the modified model and Galvin model in sample 

2#.  In  the Galvin model,  lf

ij
C   and  hf

ij
C   were  calculated by  the  linear‐slip model  and Gurevich 

(2003) model,  respectively.  In  the modified model,  the  Thomsen model  yielded  higher  P‐wave 
anisotropy  than  the  linear‐slip  and  Gurevich  (2003) models  in  high‐  and  low‐frequency  limits, 
respectively. 

 
(a) 
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(b) 

Figure 10. Measured anisotropy and theoretical predictions of the Galvin model (dashed curves) and 
the modified model (solid curves). (a) P‐wave anisotropy; and (b) S‐wave anisotropy. 

Table 3. Calculated P‐wave anisotropy parameter ε in high‐, low‐, and measured‐frequency limits in 
sample 2#. 

 
P‐wave Anisotropy Parameter ε 

High Frequency 
Limit 

Low Frequency 
Limit 

Measured Frequency (0.5 
MHz) 

Galvin model  0.49  4.3  1.1 
Modified model  2.07  4.9  2.7 

In the modified model, the predicted P‐wave anisotropy was close to that of the measured data 
in water‐saturated conditions but significantly higher than measured in dry conditions. This might 
be due to the  interaction between the fractures. In the Galvin model and the modified model, the 
interaction between fractures  is neglected. For air saturation, the difference between fracture  infill 
material (air) and background medium was large, and the interaction between fractures was strong. 
Numerical  studies  indicated  that  the  interaction  between  fractures  can  reduce  P‐  and  S‐wave 
anisotropy [18]. This gives rise to the overestimation of P‐wave anisotropy in the modified model. 
For water  saturation,  the modulus difference between  the  fracture  infill material  (water) and  the 
background medium was greatly reduced compared with the dry case, and the interaction between 
fractures was relatively weak. This resulted in a good fit between measured P‐wave anisotropy and 
the prediction of the modified model. 

6. Conclusions 

Validating  the  theoretical models  of  seismic wave  velocity,  attenuation,  and  anisotropy  in 
fractured  rocks  in  a  laboratory  setting  remains  an  important  goal.  Previous  studies  have  been 
conducted in high‐porosity ranges that represent very different physical properties compared with 
those of unconventional reservoirs. There is a lack of experimental validations of equivalent medium 
theories  in  fractured  tight  rocks. This  study  focused on  investigating  the  feasibility of  the Galvin 
model in low‐porosity fractured rocks by observing P‐ and S‐wave velocities and anisotropy in a set 
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of low‐porosity artificial fractured sandstones. Three samples with different fracture densities were 
used  for  laboratory ultrasonic measurements  at  0.5 MHz while  the  samples were dry  and water 
saturated. The measurements showed that the Galvin model significantly overestimated P‐ and S‐
wave velocities as well as P‐wave anisotropy in water‐saturated conditions. Based on the comparison 
between measured data and theoretical predictions, we modified the Galvin model by (1) using the 
Dvorkin (1995) squirt flow model to calculate the frequency‐dependent moduli of the background 
matrix, thus adding a squirt flow effect into the Galvin model; and (2) using the Thomsen model to 
calculate the elastic moduli of the fractured rocks in low‐ and high‐frequency limits. 

In  water  saturation,  predictions  of  the  modified  model  fit  well  with  the  measured  data. 
However,  in  dry  conditions,  the  predicted  P‐wave  anisotropy  of  the modified model was  still 
significantly higher than the measured results. This might be due to the interaction between fractures, 
which acts to reduce overall anisotropy in dry conditions but has little effect on anisotropy in water‐
saturated conditions. Neither the Galvin model nor the modified model take the interaction between 
fractures into account. In both dry and water‐saturated conditions, predicted S‐wave anisotropy of 
the modified model was slightly higher than the measured results. 
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