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Abstract: Drowsiness detection is an important task in road safety and other areas that require
sustained attention. In this article, an approach to detect drowsiness in drivers is presented, focusing
on the eye region, since eye fatigue is one of the first symptoms of drowsiness. The method used
for the extraction of the eye region is Mediapipe, chosen for its high accuracy and robustness. Three
neural networks were analyzed based on: InceptionV3, VGG16 and ResNet50V2 that implement
deep learning. The database used is NITYMED, which contains videos of drivers with different
levels of drowsiness. The three networks were evaluated in terms of accuracy, precision and recall in
detecting drowsiness in the eye region. The results of the study show that all three convolutional
neural networks have high accuracy in detecting drowsiness in the eye region. In particular, the
Resnet50V2 network achieved the highest accuracy, with a rate of 99.71% on average. For better
visualization of the data, the Grad-CAM technique is used, with which we get a better understanding
of the performance of the algorithms in the classification process.

Keywords: driver monitoring system; drowsiness detection; convolutional neural network;
grad-CAM visualization

1. Introduction

According to the Pan American Health Organization (PAHO), 1.35 million people die from road
traffic crashes, and millions of people are injured worldwide. In middle- and low-income countries, 90
percent of deaths are caused by traffic accidents, accounting for approximately 3 percent of PBI [1]. In
the case of Peru, in the first seven months of 2022, more than 47,600 traffic accidents were reported,
causing the death of 1,853 people, which is a monthly average of 265 victims in traffic accidents. In
2021, there were more than 74,620 traffic accidents causing the death of 30,032 people [2], which is
alarming. Of all the possible causes, the human factor is one of the main factors, representing 93.9%
(27396) of road accidents caused by drivers in 2022 [3]. The majority of vehicle accidents are caused by
driver drowsiness while driving.

In order to reduce these accidents due to drowsiness, there are current studies that provide
different methods to detect driver drowsiness in time to avoid an accident. According to the study
made by Albadawi et al. [4], four measures are determined for the detection of drowsiness, one of
them is based on the vehicle, taking the angle of the steering wheel and the deviation from the highway
lane; another is based on bio-signals such as Electrocardiography (ECG), Electroencephalography
(EEG), Electrooculogram (EOG), etc., This measure is very accurate but invasive for drivers; the other
measure is based on image analysis, specifically focusing on the eyes, mouth and head position, this
measure is widely used because it is non-invasive and does not cause discomfort to the driver, also
most of the drowsiness signals are presented in facial features, so it is easier to determine when a
driver shows symptoms of drowsiness; and the last one can be a combination of the three measures
mentioned above.

This paper presents an approach to determine driver drowsiness by digital image analysis,
exploring the state of the eyes (open or closed) using methods that implement Deep Learning such
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as Convolutional Neural Networks (CNNs). For the selection of the region of interest, an approach
for correction of the points near the eyes was proposed. Three CNNs architectures will be used as a
basis: InceptionV3 [5], VGG16 [6] and ResNet50V2 [7] that use transfer learning [8] and MediaPipe
[9] for facial point detection and region of interest (ROI) extraction. The authors also adapted the
fully connected network for binary classification of drowsiness. For the identification of drowsiness in
drivers in real environment the probability of the ROI belonging to the drowsiness class is evaluated
and subsequently used the proposal presented by [10], which consists of counting the time of a normal
blink eye that is from 100 to 300ms, so when the eyes are closed for more than 300ms it is considered in
a drowsy state.

The paper is organized as follows: Section 2 describes the literature related to drowsiness detection;
Section 3 describes the materials and methods used; Section 4 shows the results obtained and their
analysis for each CNN architecture, obtaining a model for each of them; finally, Section 5 presents the
conclusions and future research.

2. Related Work

In the research of Park et al. [11] an architecture called Deep Drowsiness Detection (DDD) is
proposed, which processes RGB videos that focus on the driver’s entire face. The DDD architecture
makes use of three architectures: AlexNet, VGG-FaceNet and FlowImageNet, where the output of the
three networks are unified in order to classify the drowsiness in frames of the input videos. To test
the proposed model, the authors use the NTHU Drowsy Driver Detection (NTHU-DDD) database
achieving an average accuracy of 73.06% during their experimental results.

Chirra et al. [12] propose an architecture that specifically uses the eye region. For the extraction of
the eye region, the Haar Cascade technique proposed by Viola Jones is used. To detect the face and
within it to detect the eyes, the ROI of the eyes becomes the input of their CNN where they used a
database collected for the training of their network, obtaining an accuracy of 98% in training, 97% in
validation and 96.42% in the final test.

In the approach of Zhao et al. [13], the authors use facial characteristic points for drowsiness
detection and classification. They make use of a MTCNN (Multi-task Cascaded Convolutional
Networks) network for face detection and characteristic points location, extracting ROIs from the eyes
and mouth they pass to their network called EM-CNN, where they make a classification of 4 classes, 2
for the eyes state and 2 for the mouth state. Their tests were performed on a database provided by the
company Biteda, where they obtained 93.623% accuracy compared to other types of architectures.

In the proposal by Phan et al. [14] two methods are proposed for drowsiness detection, the
first one uses characteristic points of the face focusing on the eyes and mouth using the Dlib library,
applying thresholds to determine if it is yawning or blinking; the second method uses MobileNet-V2
and ResNet-50V2 networks using transfer learning, for the training of CNNs the authors collected
images from various sources to generate their dataset, obtaining an average result of 97% accuracy.

In the system presented by Rajkar et al. [15] Haar Cascade is used to extract the eyes. The ROI
extraction is performed for each eye separately after detecting the face, then the proposed architecture
is used for training, using two databases: YawDDD and Closed Eyes In The Wild. The authors achieved
an accuracy of 96.82%.

In the research presented by Hashemi et al. [16] a drowsiness detection system is proposed by
training 3 CNNSs, one designed by the authors and the others by transfer learning using VGG16 and
VGG19. The face detection is performed by Haar Cascade, and then Dlib is used to detect the eye
points and thus delimit the region of interest for the training of the 3 networks using the ZJU Eyeblink
database. Their results show an accuracy of 98.15% with the proposed network.

Finally, in the research of Tibrewal et al. [17] propose a CNN architecture. For learning and testing,
the MRL Eye database is used, which provides images of a single eye. For eye ROI extraction, the Dlib
library is used. The authors obtained 94% average accuracy in drowsiness detection by focusing on the
eye state.
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3. Proposed Method

The proposed approach uses the methodology represented by the flowchart in Figure 1 which
consists of 6 stages: acquisition of the data (video), pre-processing of the images captured from the
videos, creation of the dataset, training of the CNNs architectures, testing of the trained models and
subsequent prediction of driver drowsiness. Firstly, the acquisition of videos showing the driver
drowsiness will be performed. After obtaining the data, a pre-processing is done to extract the
frames where the 468 facial points will be detected by MediaPipe. For a better selection of the ROI, a
methodology is proposed that uses 4 points around the eyes and with the help of an intermediate point
between the eyes calculates the distances from the extreme point of the right eye to the extreme point of
the left eye and the upper and lower extreme points of the right and left eyes, comparing them and thus
selecting the most significant distance to create the ROI, this method guarantees the ROI of the eyes
without losing information when the driver makes head movements looking up, down, right and left.
This proposed method is described in detail in point 3.2.3 ROl selection. After having the ROI selected,
the frames are extracted to create the dataset. All the images of the dataset go through a processing
that resizes them to an image of 112 x 112 pixels and then normalizes them by dividing each pixel by
255. At this stage data augmentation is also applied to the training set in order to avoid overfitting.
Then, the processed images are used for the training of the 3 CNNs architectures generating their
respective accuracy and loss graphs. To run and evaluate the performance of the networks, a test is
performed with the set of test images resulting in the selection of the best performing model. Finally,
with the selected model, the driver drowsiness prediction test is performed.

3.1. Data Acquisition 3.2. Data Pre-processing

Input Dataset, video 3.2.1. Frames extraction  3.2.2. Facial landmark detection 3.2.3. ROl selection  3.2.4. ROl extraction

3.4. CNN Training - Experiments
3.4.1. Dataset Processing 3.4.2. Model Architecture
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Figure 1. Methodology for the detection of driver drowsiness.

3.1. Data Acquisition

There are currently a few databases that can be used for sleepiness detection. This proposal
uses the Night-Time Yawning-Microsleep-Eyeblink-driver Distraction (NITYMED) database [18]. This
database contains videos of males and females in a real night-time driving environment, manifesting
symptoms of drowsiness through their eyes and mouth. NITYMED consists of 130 videos in mp4
format at 25 fps in 1080p (FullHD) and 720p (HD) resolutions.

3.2. Data Pre-Processing

This subsection includes 4 steps, where the proposed ROI correction is shown in step 3. These
steps are also used to create the training, validation and test dataset.
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3.2.1. Frames Extraction

Consecutive frames are extracted from the video database. In this step a frame counter described
by Equation 1 is used according to the 25 fps and duration of each video.

fn) = fi, far fars fn 1)

Considering that the average duration of the videos is 120 sec and the fps is constant k = 25, the frames
of each video are obtained using Equation 2. Where, the number of frames depends on the duration of
each video in the dataset.

f(n) =kx A, =25%120 = 3000 frames )

3.2.2. Facial Landmark Detection

In this step, use is made of MediaPipe Face Mesh [19], which estimates 468 facial reference points
of the 3D face in real time, thus detecting the face in each image. MediaPipe Face Mesh works for
different head positions, where the face can be detected at different head rotation angles by employing
machine learning (ML) to infer the 3D facial surface.

3.2.3. ROI Selection

From the 468 points estimated in the previous step, only 4 points are needed to select the area
of the region of interest (ROI). The points chosen within MediaPipe Face Mesh are: 63, 117, 293 and
346, where joining them to create the ROI forms an irregular rectangle as shown in Figure 2(a). From
most of the existing ROI extraction algorithms [20-23], Fig.2(b) shows the proposed method for ROI
correction, where a point correction described to follow is performed.

It is proposed to consider as initial point the x and y components of point 63 (Py;,;) and as
final point the x and y components of point 346 (Py,r). Then we find the corresponding distances
to each point, d1, d2, d3 and d4, with a point in the middle of both eyes which is point 9, and
then make a comparison of extreme points at different head movements stored in the variables
start_px,end_px, start_py and end_py. The pseudocode used for ROI correction is shown in Algorithm
1.

(a) ROI with the 4 points (b) ROI correction method

Figure 2. ROI correction.

An example of application of the ROI correction method can be seen in Figure 3, where the results
are shown at 4 different positions of the driver’s head. Where the red outline represents the irregular
or deformed ROI, while the green outline is the corrected ROI.
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Algorithm 1 : ROI Correction
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t / . o
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Y end prt10 end 1%7
‘(start zj en y,ﬁtan‘ px > corrected ROI
(a) Head right (b) Head left
(c) Head up (d) Head down

Figure 3. ROI correction in 4 different positions of the driver’s head.

3.2.4. ROI Extraction

After making the ROI correction, the eye area that will serve as the CNN input is extracted. Even
this step is useful for real-time analysis, since all the previous steps will be applied to the live video
input. Depending on the drowsiness state of the driver the ROI may characterize sleep or wakefulness,
represented by eyes open and eyes closed, respectively (Figure 4).
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(a) Eyes open

(b) Eyes closed

Figure 4. ROI extraction.

3.3. Dataset Creation

The database was created with the ROI images obtained in the previous steps, focusing only on
the eye region. From NITYMED, 6 videos were chosen for the creation of the training, validation
and test data, obtaining a total of 6800 images. Being a binary classification, 2 classes Not drowsy and
Drowsy are labeled. Of the total number of images, 4760 (75%) images were divided for train data,
1020 (15%) images for validation data and 1020 (15%) images for test data. This data distribution
was done to avoid overfitting due to the limited amount of data. The final distribution of the created
dataset is shown in the Table 1.

Table 1. Dataset distribution.

Classes

Data set Drowsy Not drowsy

training set 2380 2380
validation set 510 510
test set 510 510

3.4. CNN Training - Experiments

3.4.1. Dataset Processing

Before training the CNNSs, an image processing is performed. The extracted ROI has different pixel
sizes with 3 layers of depth (mxnx3), therefore resizing to a size accepted by the CNNs is necessary. All
images are adjusted to a size of 112x112x3 pixels, then normalized by changing each pixel value from 0
- 255 to 0 - 1. Then, to avoid overfitting, data augmentation is applied with the following parameters:
rotation range is 20%, horizontal flip is True and fill mode is Nearest, resulting in the creation of 5
images from each image of the training set.

3.4.2. Model Architecture

Three CNN architectures were trained based on: InceptionV3, VGG16 and. By means of transfer
learning, the feature extraction weights of each CNN are obtained. Next, the binary classification
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architecture (Not drowsy and Drowsy) is designed by flattening the transfer learning output, followed
by a 30% dropout with a dense hidden layer of 1000 neurons with ReLU activation and a 30% dropout
with a dense layer of 2 outputs with SoftMax activation. The classification process is the same for all 3

CNNs. The proposed architecture is shown in Figure 5.

input transfer learning

Transfer Learning

(Feature
LR flatten fc1 output
f ) | = =5
InveptionV/'3, params 0.3 1000 03 2
VGG16 and
ResNet50V2

3 transfer learming

_/ fully connected + RelLU

ﬁ dropout

7] softmax

1M2x1M2x3

Figure 5. Arquitecture proposed.

The parameters used in the training are: batch size of 32, ADAM optimizer, with learning rate of
0.001, beta 1 of 0.9 and beta 2 of 0.999, training each CNN with 30 epochs with a total of 10 trainings
and taking into account loss of categorical crossentropy and accuracy metrics. A summary of all the

parameters used is shown in Table 2.

Table 2. Training parameters.

Hyper-Parameters Value
Optimizer ADAM
B1 0.001
B2 0.9
Learning rate 0.999
Epochs 30
Batch size 32

Number of experiments 10 for each CNN

An example (arbitrarily chosen) of the resulting training plots for each architecture, respectively,

is shown in Figure 6.
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(a) InceptionV3 accuracy and loss
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Figure 6. Graphs resulting from the CNNs.
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3.5. CNN Test and Evaluation Metrics

3.5.1. CNN Test

After training the CNNs, it is necessary to do the tests with the Test data. Where the processing of
the images of the set (without data augmentation) is also performed. A batch size of 1 was used to

analyze each image, testing 10 times with each trained network. An example of the confusion matrices
for each CNN Test is shown in Figure 7.

Confusion Matrix (Test) - Inception

Confusion Matrix (Test) - VGG16

Not drowsy Not drowsy

true label
true label

Drowsy Drowsy

) &
&
predicted label predicted label
(a) Confusion matrix in InceptionV3 testing (b) Confusion matrix in VGG16 testing

Confusion Matrix (Test) - Resnet

Not drowsy

true label

predicted label

(c) Confusion matrix in ResNet50V2 testing

Figure 7. Confusion matrix in CNN Test.

3.5.2. Evaluation Metrics

By training the Train and Validation dataset, and testing the trained CNN models on the Test
dataset, the confusion matrices were obtained. From these confusion matrices the evaluation metrics
such as precision, recall, fl1-score and accuracy that define the system behavior are calculated. Based

on [24] and considering TP as true positive, FP as false positive, TN as true negative and FN as false
negative, the metrics used are:

.. TP
Precision = TP L EP (3)
TP
Recall = ———— 4
T TP+ EN @)


https://doi.org/10.20944/preprints202306.0267.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 June 2023 doi:10.20944/preprints202306.0267.v1

10 of 18
F1 — score — 2 precision recall 5)
precision + recall
TP+TN
Accuraty = 4o TN T FP T EN (6)

3.6. Driver Drowsiness Detection

With the models trained and tested, it is finally appropriate to try out the best approach (accuracy)
in a real environment. To determine driver drowsiness, first the model estimates if the probability of
the ROI extraction belongs to the Drowsy class is higher than 95%. If so, it is necessary to count the
time that the eyes remain closed, if it is more than 300ms, it is considered drowsiness and an audible
alarm will be triggered. The flowchart of the driver drowsiness detection process in a real environment
is show in Figure 8.

Input video

Video Pre-processing

‘[ Facial landmark detection ]
[ ROl selection ]
[ ROI extraction ]

¥
Video Processing
[ ROl resizing ]

Selected model

[ Model inference ]

Drowsy class > 95%

Start time count

Y

Drowsiness detected
(Alarm ON)

Figure 8. Drowsiness detection process flowchart.

4. Experimental Results

4.1. CNN Training

Using the equations 3, 4, 5 and 6, the metrics are calculated. In Table 3, the averages of each metric
and its standard deviation corresponding to the training of the CNNs, seen in 3.4 CNN Training -
Experiments of Section 3 respectively, are presented.
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As can be seen in Table 3, during training the CNN based on ResNet50V2 obtains a higher
accuracy with 99.89%=x0.1% average, followed by InceptionV3 with 99.56%=0.1% average accuracy
and finally the one based on VGG16 with 99.43%+0.1% average accuracy. In the case of drowsiness
detection, an important metric is the Recall, because the goal is to reduce as much as possible the false
negatives of the Drowsy class. Thus, the CNN based on ResNet50V2 obtained the best average Recall

with 99.82%20.2%.
Table 3. Metrics in Training (Validation).
CNN based on  Class Name Precision Recall F1-score Accuracy
rpionva N0 OSEI0T TTONT T g
Voo Ndm 0mEINR DOTLOM 0O g
oy QI ORI 1O I g

Figure 9 presents the comparative boxplot for the performance of the CNNs in the training phase,
where the performance variations of Table 3 in the accuracy and recall metrics of the Drowsy class of
each of the three networks in 10 training samples can be observed. In Figure 9(a), the CNN based on
ResNet50V2 presents a better performance in data validation with a median of 99.9% of the 10 training
runs. Similarly, in Figure 9(b), the ResNet50V2-based CNN has the best Recall performance of the
Drowsy class with a median of 99.8%, thus minimizing the false negatives of the Drowsy class.

0.999 0.999 0.999
0.998 0.998 0.998
0.9971 0.997
0.996
0.995

0.998 0.998
0.9961

0.9941

0.997 0.9971;

0.996 0.9961

0.

0.995

0.994 0.9941
0.994
0.993
0.993 0.9931- ‘ 0.9931
0.9902

Recall

Accuracy

0.99315

0.992
0.991
0.99
0.99 0.989

0.992

‘ 09902
0991 09912

[ Inceptionv3 VGG16 Resnet50V2 [J Inceptionv3 VGG16 Resnet50V2

(a) Accuracy of the three networks (b) Recall of Drowsy class of the three networks

Figure 9. Boxplot of two evaluation metrics for validation. Boxplots show median (solid line), minimum,
maximum values with outliers shown as points.

Figure 10 shows the radial behavior of the three CNNSs, for the two metrics of the 10 trainings
(experiments) performed. Where in Figure 10(a), the CNN based on ResNet50V2 has an almost constant
behavior in the 10 experiments, on the other hand the network based on VGG16 has a lower behavior
compared to the other two networks, presenting as maximum an accuracy of 99.61% in the last (10)
experiment, and a minimum accuracy of 99.12% in the second experiment. While in Figure 10(b), the
CNN based on RedNest50V2 also presents a better performance compared to the other 2 networks, in
the fifth experiment of this network, a 99.41% of recall in the Drowsy class was obtained, being the
minimum value obtained, and likewise the CNN based on VGG16 presents a lower performance in
recall of the Drowsy class.
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—o— InceptionV3 —e—InceptionV3 —e—VGG16 Resnet50V2

—o—VGG16

Resnet50V2

(b) Recall of Drowsy class of the three networks in
radial

(a) Accuracy of the three networks in radial

Figure 10. Radial behavior of two training metrics.

4.2. CNN testing evaluation

When testing the CNN:s, it is observed from the evaluation metrics presented in Table 4, that
the CNN based on ResNet50V2 obtains the highest accuracy with 99.71%+0.1% average, followed by
VGG16 with 99.39%+0.2% average. At the same time, the ResNet50V2-based CNN has the highest
Recall with 99.47%+0.2% average for the Drowsy class.

Table 4. Metrics in Testing (Test).

CNN based on  Class Name Precision Recall F1-score Accuracy
T T e e Ty
I ol e
e G e P

The overall Accuracy and Recall of the Drowsy class of 10 experiments for each of the three
networks is presented in Figure 11. Where, in Figure 11(a), it is observed that the ResNet50V2-based
network has the best performance with a median of 99.71% of accuracy. While in Figure 11(b) it can be
seen that, VGG16 based network and ResNet50V2 based network have the same value in median with
a 99.41% of recall in class Drowsy. It can also be observed that, the network based on VGG16 presents
an optimal performance compared to the training results presented in Figure 9
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(a) Accuracy of the three networks (b) Recall of Drowsy class of the three networks

Figure 11. Boxplot of two evaluation metrics in test.

The radial behavior of the 10 test experiments are shown in Figure 12, showing the two evaluation
metrics of overall accuracy and recall of the Drowsy class. Where, in Figure ??, it is observed that the
ResNet50V2 based network performs better than the other two networks, whereas, in Figure ?? it is
observed that the ResNet50V2 and VGG16 based networks perform almost similar in the results of


https://doi.org/10.20944/preprints202306.0267.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 June 2023 doi:10.20944/preprints202306.0267.v1

13 of 18

the 10 experiments. Thus, the performance of the VGG16-based network is significantly improved
compared to the training results presented in Figure 10.

—o—InceptionV3 —e—VGG16 Resnet50V2

(b) Recall of Drowsy class of the three networks in
radial

Figure 12. Radial behavior of two test metrics.

4.3. CNN Visual Result

To compare the behavior of the CNN architectures in the drowsiness detection and classification
process, the best test results for each of the CNNs were considered, taking into account the highest
Accuracy and highest Recall of the Drowsy class. Based on Figure 12, for the InceptionV3-based CNN
the fourth experiment with 99.51% accuracy and 99.41% recall is considered; for the VGG16-based
CNN the sixth experiment with 99.71% accuracy and 99.61% recall is considered and for the
ResNet50V2-based CNN the fifth experiment with 99.9% accuracy and 99.8% recall is considered.

For a better understanding of the behavior, the Gradient-weighted Class Activation Mapping
(Grad-CAM) [25,26] method is used. Using Grad-CAM it is possible to visualize the regions that are
important for detection, this method seeks to identify parts of the image that guide the CNN to make
the final decision for class determination. The method involves generating a heat map representing
the ROI regions with the highest relevance for classification of the received input image.

Figure 13 shows five examples of different scenarios for visualization of the heat maps with
Grad-CAM, in scenarios 1 and 2 the driver is in a normal state, i.e. no drowsiness, in scenario 3 the
driver is in a wakeful state which is the transition to drowsiness and in scenarios 4 and 5 the driver is
drowsy. In each heat map the red color represents the regions of highest importance for the prediction
of each of the three trained CNNs and the blue color represents the regions of lowest importance.
The five examples were tested for each CNN, generating ROIs I-1 to I-5 corresponding to the outputs
of the InceptionV3-based CNN, V-1 to V-5 corresponding to the VGG16-based CNN and R-1 to R-5
corresponding to the ResNet50V2-based CNN. In ROIs I-1 to I-5, it is observed that the heat maps
focus on the right eye (I-1), lower left eye and nose (I-2 and 1-3), lower right eye (I-4) and the whole
right eye (I-5). While the heat maps of ROIs V-1 to V-5 have a focus on, V-1 and V-2 on the right eye,
V-3 and V-4 on the left nose and cheek and V-5 on the right nose and cheek. In ROIs R-1 to R-5, it is
observed that in R-1 and R-2 the heat map is on the right eye and part of the nose, in R-3, R-4 and R-5 it
is focused between both eyes. Below each ROI Grad-CAM display is shown its respective percentage
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prediction for drowsiness and non-drowsiness. Considering the example scenarios and the respective
classification, it can be stated that the ResNet50V2-based CNN presents a higher focus on the eyes for
better drowsiness detection.

| = - -

(a) ROI extraction in 5 scenes

Not drowsy: 99.98% Not drowsy: 99.99% Not drowsy: 0.01% Not drowsy 0.01% Not drowsy: 0.01%
Drowsy: 0.02% Drowsy: 0.01% Drowsy: 99.99% Drowsy: 99.99% Drowsy: 99.99%

(b) Grad-CAM InceptionV3

-

Nol drowsy: 0.06%
Drowsy: 99.94%

-

Not drowsy: 0.95%
Drowsy: 99.05%

Not drowsy: 99.94% Not drowsy: 98.40%
Drowsy:1.60%

Not drowsy: 99.50%
Drowsy: 0.5%

(c) Grad-CAM VGG16

Drowsy: 0.06%

R4
.

Not drowsy: 0% Not drowsy: 0% Not drowsy: 0%
Drowsy: 100% Drowsy: 100% Drowsy: 100%

(d) Grad-CAM ResNet50V2

Not drowsy: 100% Not drowsy: 99.99%
Drowsy: 0% Drowsy: 0.01%

Figure 13. Visualized with Grad-CAM.

4.4. CNN Processing Results

Other results of the training of the CNNs used are the file size, the total number of parameters of
each network and the training time, where the first two are constant, while the last one can vary in each
training performed (10 experiments) for each of the three networks. While for testing the behavior of
the CNNs, the response time of each architecture is obtained in the 10 experiments performed. These
results can be seen in Table 5.

Table 5. CNN processing results.

Results in training: Results in test:

Training Time File Size (KB) Total Params Response Time

InceptionV3  6.2min+3s 182,072 29,997,786 137.8ms
VGG16 6.1min+12s 111,603 19,325,690 71.3ms
ResNet50V2  6.2min+5s 476,612 56,335,802 106.5ms

4.5. Driver Drowsiness Detection Results

Considering from the results, the CNN based on ResNet50V2 is the most optimal in this research,
therefore, it is appropriate to perform the driver drowsiness detection. In Figure 14 nine consecutives
scenes analyses are shown, being a sequence of the process with drowsiness. In the examples it is
observed that, the driver starts in a normal state (Figure 14(a)), then goes into a state of wakefulness
(Figure 14(b)), closing his eyes with a time of approximately 230ms (Figure 14(c)), then the driver
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goes to the drowsy state which time is longer than 300ms, activating the alarm as can be observed
(14(d), Figure 14(e) and Fig.14(f)). This is followed by a normal blink (Figure 14(g), Figure 14(h) and
Figure 14(i)). Specifically in Figure 14(h), it can be seen that the system detects the closed eyes with the
Drowsy class, but the time is approximately 130ms, which does not detect it as drowsiness.

(h) Frame 8

(i) Frame 9

(g) Frame 7

Figure 14. Driver drowsiness detection in a real environment: (a) Driver is in a normal state. (b) Driver
is in a wakeful state. (c) Driver is with closed eyes, with a time of approximately 230ms. (d) (e) (f)
Driver goes to the drowsy state seen, which time is longer than 300ms, activating the alarm. (g) (h) (i)
Driver with normal eye blink.

4.6. Results Comparison

For comparison purposes, the Table 6 presents results achieved and results by other authors. The
dataset used, the facial landmark method, the ROI used, the response time or delay and the overall
accuracy of the tested CNNs are described. It is observed that the three modified architectures achieve
a higher accuracy compared to the results of other authors. Being the ResNet50V2-based CNN the one
that obtained a better performance.

Table 6. Comparison of Drowsiness Detection Methods.

Autor Dataset Facial Method ROI Delay  Accuracy
Park et al. [11] NTHU-DDD VGG-FaceNet Face - 73.06%
Chirra et al. [12] Own/collected Haar Cascade Eyes - 96.42%
Zhao et al. [13] Company Biteda MTCNN Face - 93.623%
Phan et al. [14] Own/ collected Dlib Face - 97%
Rajkar et al. [15] YawDD/CEITW  Haar Cascade Eyes - 96.82%
Hashemi et al. [16] ZJU Eyeblink Haar Cascade/Dlib  Eyes 1.4ms  98.15%
Tibrewal et al. [17] MRL Eye Dlib Eyes 95ms 94%
Based on InceptionV3 137.8ms  99.31%
Based on VGG16 NITYMED MediaPipe Eyes 71.3ms  99.41%
Based on ResNet50V2 106.5ms  99.71%
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5. Conclusion and Future Works

This study presents an approach for drowsiness detection, where an enhancement method is
proposed in the area surrounding the eyes to perform region of interest (ROI) extraction. Likewise,
three CNNs are used as a basis: InceptionV3, VGG16 and ResNet50V2 and a modification in the
architecture of the fully connected network used in the classification process is proposed.

For the experiments, a database was created from NITYMED videos. The results are obtained
from 10 experiments performed and show an exceptionally high accuracy in drowsiness detection
using the architectures based on the three CNNs mentioned above, with values of 99.31%, 99.41% and
99.71%, respectively. The responses times used for drowsiness detection by each CNNs were shown to
be relatively equivalent, with the VGG16-based CNN showing a small advantage.

In addition, the Grad-CAM visual technique was used to analyze the behavior of each CNN, where
the ResNet50V2-based CNN predominantly focuses on the eye region achieving better performance in
drowsiness detection. These results suggest that the proposed approach may be a good alternative
to be considered for the implementation of the drowsiness detection system. Among the CNNs
used, the ResNet50V2-based CNN presented the best performance, and considering the results of the
examples in different scenarios (Figure 13), this architecture also presents higher robustness. When
comparing the execution time for detection of this CNN with the other two CNNSs (Table 5), it can
be considered acceptable. Also, when compared to other CNNs from related literature it presents a
relative performance advantage as seen in Table 6.

When implemented, the system based on this proposal can be considered a valuable tool for the
prevention of automobile accidents caused by driver drowsiness. This study is important because it
addresses a critical need in road safety and human health that can jeopardize the safety of drivers and
other road users. Therefore, early detection of drowsiness may be essential to avoid accidents.

When the system based on this proposal is implemented, it can be considered a valuable tool for
the prevention of automobile accidents caused by driver drowsiness. This study is important because
it addresses a critical need in road safety and human health that can jeopardize the safety of drivers
and other road users. Therefore, early detection of drowsiness may be essential to avoid accidents.

As future work, it is intended to make use of near infrared (NIR) imaging to better focus on the
eye region when there are illumination limitations. As a complement to this work, yawning detection
can also be performed for preventive identification of drowsiness. And finally, the authors intend to
implement it in an embedded system adapted to vehicular units.
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