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Abstract: In the field of embedded systems, energy efficiency is a critical requirement, particularly 1

for battery-powered devices. RISC-V processors have gained popularity due to their flexibility and 2

open-source nature, making them an attractive choice for embedded applications. However, not all 3

RISC-V processors are equally energy-efficient, and it is important to evaluate their performance 4

in specific use cases. This paper evaluates the energy consumption and resource utilization of a 5

new RISC-V processor, RisCO2, and four existing processors - Zero-riscy, Micro-riscy, Ri5cy, and 6

CV32E40P - in a signal demodulation application for NDIR CO2 sensors. The processors were 7

implemented in the PULPino SoC and synthesized using Vivado IDE. The processor named RisCO2 8

is based on the RV32E_Zfinx instruction set and was designed from scratch by the authors specifically 9

for low-power signal processing applications such as signal demodulation in CO2 NDIR sensors. The 10

other processors are Ri5cy, Micro-riscy, and Zero-riscy, developed by the PULP Platform team, and 11

CV32E40P (derived from Ri5cy) from the OpenHW Group, all of them widely used in the RISC-V 12

community. Our experiments showed that RisCO2 had the lowest energy consumption among 13

the five processors, with a 53.5% reduction in energy consumption compared to CV32E40P and 14

a 94.8% reduction compared to Micro-riscy. Additionally, RisCO2 had the lowest FPGA resource 15

utilization compared to the best-performing processors, CV32E40P and Ri5cy, with a 46.1% and a 16

59% reduction in LUTs, respectively. Our findings suggest that RisCO2 is a highly energy-efficient 17

RISC-V processor for NDIR CO2 sensors that require signal demodulation. The results also highlight 18

the importance of evaluating processors in specific use cases to identify the most energy-efficient 19

option. This paper provides valuable insights for designers of energy-efficient embedded systems 20

using RISC-V processors. 21

Keywords: RISC-V; PULPino; NDIR CO2 sensors; FPGA; energy efficiency; signal demodulation; 22

power consumption 23

1. Introduction 24

The increasing demand for low-power and high-performance processors for embedded 25

systems has led to the development of many architectures and implementations in recent 26

years. In particular, the RISC-V architecture has emerged as a promising candidate for such 27

systems due to its modular and customizable architecture. The RISC-V ISA provides an 28

open-source and royalty-free platform that offers great flexibility in the design of embedded 29

systems. 30

One of the most critical factors in the design of embedded systems is power consump- 31

tion, which is becoming increasingly important due to the rapid growth of battery-powered 32

electronic devices and the emergence of the Internet of Things (IoT) applications. Therefore, 33

reducing the energy consumption of processors is a key requirement in the design of these 34

systems. 35

This paper focuses on the design and implementation of energy-efficient RISC-V 36

processors for use in signal processing applications, specifically in non-dispersive infrared 37
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(NDIR) CO2 sensors [1], [2]. NDIR CO2 sensors are widely used in various industrial and 38

environmental monitoring applications, and their energy-efficient operation is a critical 39

factor in their adoption. 40

We present a comparative study of five RISC-V processor designs in terms of energy 41

consumption and FPGA resource utilization: RisCO2, Ri5cy, Zero-riscy, Micro-riscy, and 42

CV32E40P. RisCO2 is an in-order, RV32E_Zfinx implementation optimized for energy con- 43

sumption, designed from scratch specifically for use in NDIR CO2 sensors that require 44

signal demodulation. The Ri5cy, Zero-riscy, and Micro-riscy processors are reference im- 45

plementations of RISC-V processors: Ri5cy [3] is a 4-stage, single-issue, in-order processor 46

that features an RV32IMC[F] implementation that optionally can provide full support 47

for RV32F single-precision floating-point instructions. Zero-riscy and Micro-riscy [4] are 48

2-stage, single-issue, in-order processors with an RV32IMC and RV32EC implementation, 49

respectively, designed to be a simplified version of Ri5cy to demonstrate how small a 50

RISC-V CPU core could actually be. And CV32E40P [5] is a 4-stage, in-order, 32-bit RISC-V 51

core derived from Ri5cy that supports the RV32IMC[F][Zfinx] instruction set. 52

We used the PULPino SoC platform [6] for implementing the five processors and 53

simulating their energy consumption. We used Vivado 2020.2 IDE from Xilinx to synthesize, 54

implement, and generate switching activity files to improve the accuracy of the power 55

simulations. 56

The results show that our design, RisCO2, is the most energy-efficient processor, 57

consuming only 0.29 mJ of energy, which is 53.5% and 63.2% less energy than CV32E40P 58

and Ri5cy, respectively. RisCO2 also has the lowest resource utilization compared with 59

CV32E40P, using only 4,889 LUTs, 2,354 FFs, and 2 DSPs, which is 46.1%, 7.8% and 71.4% 60

less than CV32E40P, respectively. These findings demonstrate the effectiveness of RisCO2 61

in reducing energy consumption and FPGA resource utilization, making it a suitable option 62

for battery-powered electronic devices and IoT applications. 63

In conclusion, the results of this comparative study demonstrate the effectiveness 64

of custom-designed RISC-V processors in achieving energy-efficient signal processing in 65

NDIR CO2 sensors. The findings show that customizing RISC-V processors can achieve sig- 66

nificant reductions in energy consumption and resource utilization compared to reference 67

implementations and provides insights that can guide the selection and optimization of 68

processors for use in energy-constrained embedded systems. 69

2. Previous work 70

The research on low-power RISC-V processors for embedded systems in the field of 71

the IoT is essential because of the increasing demand for devices with extended battery life 72

and reduced energy consumption. With the growth of IoT, there is a need for embedded 73

processors that can perform tasks efficiently with minimal power consumption. A low- 74

power RISC-V processor can help achieve this by reducing the device’s power consumption 75

while still providing sufficient processing power for the intended application. This can 76

lead to longer battery life, lower costs, and more sustainable devices, which are essential in 77

the IoT ecosystem. Additionally, the open-source nature of RISC-V makes it an attractive 78

platform for researchers and developers who want to build low-power and energy-efficient 79

embedded systems. 80

In that regard, there are numerous publicly available RISC-V processors with open- 81

source RTL that cater to low-power requirements. Some of these processors are designed 82

with a general-purpose approach, making them suitable for broad applications. Examples 83

include VexRiscv and SweRV. On the other hand, specific applications, such as IoT, have 84

dedicated processors like Ri5cy, Zero-riscy, and Rocket, which are optimized for the unique 85

demands of IoT devices. 86

VexRiscv [7] is a 32-bit configurable RISC-V soft processor written in SpinalHDL and 87

developed by C. Papon in 2019. It is designed for FPGA implementation and intended for 88

use in embedded systems and supports various configurations for custom instruction sets 89

and peripheral interfaces. Due to its low power consumption and high performance, it is 90
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particularly well suited for FPGA-based embedded applications, such as real-time control 91

and data processing. It has a pipeline with a configurable number of stages, from 2 to 5 92

stages, and provides support for the RV32I[M][F][C] instruction set. SweRV [8] is a 32-bit, 93

9-stage, dual-issue, superscalar, mostly in-order pipeline with some out-of-order execution 94

capability that supports the RV32IMC_Zicsr_Zifence ISA. The SweRV processor is intended 95

for a wide range of applications, including storage devices, embedded systems, and data 96

centers. 97

As mentioned in the introduction, the Ri5cy and Zero-riscy processors are two open- 98

source low-power RISC-V processors designed specifically for embedded systems and 99

IoT applications, both written in SystemVerilog by the PULP Platform team from ETH 100

Zurich. Ri5cy is a 32-bit, 4-stage, in-order processor with a small and efficient microar- 101

chitecture. Ri5cy aims to provide a balance between performance and power efficiency, 102

making it suitable for resource-constrained embedded systems. It supports the RV32IMC[F] 103

instruction set, which includes the integer, multiplication, and compressed instruction set 104

extensions. The Zero-riscy processor is designed for ultra-low-power applications where 105

power consumption is critical, such as IoT devices and wearable electronics. Zero-riscy 106

features a 2-stage, in-order pipeline with a small footprint and optimized power efficiency. 107

It supports the RV32IMC instruction set and includes various power-saving techniques, 108

such as clock gating and dynamic voltage and frequency scaling (DVFS). 109

Rocket [9] is an open-source RISC-V processor written in Chisel and developed at 110

the University of California, Berkeley. A 5-stage, in-order scalar core that implements the 111

RV32G and RV64G ISA, it has a highly configurable and extensible design that serves as a 112

platform for research and development in education and industry projects. Its open-source 113

nature and flexible design make it a popular choice for exploring new ideas in computer 114

architecture, prototyping novel processor features and building custom processor designs 115

tailored to specific applications or domains. 116

In line with the IoT application-specific processors mentioned above, we presented in 117

a previous conference paper [10] the design of a single-issue, in-order, 32-bit microprocessor 118

utilizing the RISC-V ISA architecture intended for energy-efficient signal processing in 119

wireless sensor nodes with a specific focus on non-dispersive infrared (NDIR) CO2 sensors. 120

The RISC-V microprocessor built from scratch is employed to demodulate the CO2 sensor 121

signal and compute the concentration levels. 122

By combining various design parameters, we evaluated the performance of three pro- 123

cessor variants to support different instruction sets, namely RV32I, RV32IM, and RV32IMF. 124

Our results indicate that including a floating-point unit (FPU) in the processor enhances 125

energy efficiency in this context at the cost of an increase in hardware utilization. Specifi- 126

cally, adding a floating-point unit to an already optimized RV32IM design variant led to a 127

decrease in the system’s energy consumption by more than a factor of two, although with 128

an equivalent increase in the FPGA resource utilization of the design. 129

To mitigate the area increase without affecting performance, we proposed a list of 130

improvements to be made in future work that led to the final version of the processor design 131

presented in this work, which we have named RisCO2 to reflect its intended use in low- 132

power embedded systems for CO2 concentration measurements. The list of implemented 133

improvements and their impact on the processor performance is provided in the sections 134

below. 135

3. Proposed architecture 136

We made several improvements to our previous RISC-V RV32IMF processor, resulting 137

in the development of RisCO2. The following is a list of the actions that were implemented 138

in successive design steps: 139

1. support for the "E" extension, which halves the number of integer registers from 32 to 140

16 registers. 141

2. support for the "Zfinx" extension, which eliminates the need for a separate floating- 142

point register file and enables sharing of the integer register file for both floating-point 143
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and integer data. Overall, as a result of these optimizations, the register file is reduced 144

by a factor of 1/4 compared to an RV32IMF implementation. 145

146

Once the E_Zfinx ISA was implemented, the application was compiled, and the 147

executable .elf file was analyzed using a Python script [11]. This script searched for the 148

number of occurrences of each ISA opcode within the compiled program. The analysis 149

revealed that several instructions were unused, including multiplication, division, shifts, 150

comparisons, and instructions for reading and writing in the control and status registers. 151

Consequently, the decoder was modified in several design steps to eliminate the logic 152

associated with those unused instructions. 153

3. remove the logic associated with integer multiplication and division mul, mulh[u|su], 154

div[u], and rem[u]. 155

4. remove the logic associated with the management of control and status registers 156

csrrw[i], csrrs[i], and csrrc[i], as well as the unused instructions related to 157

shifts and comparisons sra, slti, and slt. 158

5. remove the logic that supports misaligned memory accesses, resulting in a simplified 159

load-store unit that assumes all memory addresses generated by the compiler are 160

aligned to a 4-byte boundary. 161

The ultimate version of RisCO2 resulted in a 5-stage, single-issue, in-order processor 162

based on the RV32E_Zfinx instruction set, with a specific focus on energy efficiency. This 163

processor is intended for use in NDIR CO2 sensors that necessitate signal demodulation to 164

infer the gas concentration. The improvements made in the design of RisCO2 resulted in a 165

reduction in energy consumption when compared to the original design, and the results 166

are presented in Section 4. The simplified block diagram of the core is shown in Figure 1. 167

The RisCO2 pipeline consists of five stages through which instructions pass during 168

execution. The stages are Fetch, Decode, Execute, Memory, and Writeback. In the Fetch 169

stage (IF), the instruction is fetched from memory and placed in an instruction register. 170

In the Decode stage (ID), the instruction is decoded in the Control Unit, and the 171

operands are identified and read from the General Purpose Register file (GPR). A Hazard 172

Unit detects and resolves hazards that can occur due to dependencies between instructions. 173

It inserts pipeline bubbles or forwards data from one stage to another to ensure that 174

instructions are executed in the correct order and without errors. 175

In the Execute stage (EX), the ALU performs basic integer addition/subtraction arith- 176

metic and logic operations, and the Floating-point Unit (FPU) performs addition, subtrac- 177

tion, multiplication, division, square-root, and fused multiply-add operations on floating- 178

point numbers. The FPU is an open-source parameterized IP named FPnew [12] developed 179

by the Digital Circuits and Systems Group at the ETHZ (PULP Platform). The FPU handles 180

single-precision (32-bit) and adheres to the IEEE 754 standard for floating-point arithmetic. 181

The unit exhibits varying latency based on the type of operation, often spanning multiple 182

cycles. To ensure correct program execution, the unit incorporates an output to stall both 183

the program counter (PC) and the pipeline. 184

In the Memory stage (MEM), data is read from or written to memory through the Load 185

Store Unit (LSU). The Control and Status Register Unit (CSR) contains only two registers, 186

namely mcycle and minstret, which are utilized for performance measurements. 187

In the Writeback stage (WB), the operation results are written back to the registers. 188

The Commit Unit verifies when an instruction has reached the last stage of the pipeline, 189

and its output is used to increment the minstret counter in the CSR. 190

3.1. Test methodology 191

The processor was implemented on a Nexys4 board from Xilinx (FPGA P/N XC7A100T- 192

1CSG324C, 28 nm node) using the Vivado 2020.2 IDE, and the power simulations were 193

performed using a switching activity file generated after post-implementation simulation 194

to improve the accuracy. The processor was initially implemented as a stand-alone device 195
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in the FPGA, with direct connection to a scratchpad memory built from BRAM blocks 196

configured as true-dual port memory. This scratchpad memory stores both the program 197

and data. 198
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Figure 1. Simplified block diagram of the RisCO2 core architecture showing its five pipeline stages
and all functional blocks.

Later, we integrated the processor into the PULPino SoC [6], a reference platform 199

developed by the PULP Platform team, which is an open-source single-core RISC-V SoC 200

built for the Ri5cy and Zero-riscy cores. The PULPino SoC has separate single-port data 201

and instruction RAMs and includes a boot ROM with a boot loader capable of loading a 202

program via SPI from an external flash device. The primary objective of integrating RisCO2 203

into the PULPino SoC was to compare its performance in terms of resource utilization and 204

power consumption with other RISC-V processors. To achieve this goal, we integrated Zero- 205

riscy, Micro-riscy, Ri5cy, and CV32E40P processors into separate projects on the PULPino 206

SoC. Zero-riscy and Micro-riscy are small and efficient processors commonly used in low- 207

power embedded systems, whereas the Ri5cy and CV32E40P processors are more complex 208

cores commonly used in more powerful embedded systems. 209

There are several important considerations concerning the implementation of the 210

PULPino SoC platform. Firstly, the two 32 kB single-port data and instruction RAMs were 211

merged into a single 64 kB BRAM true dual-port memory utilizing a unified address space 212

for both data and instruction program. Secondly, the boot ROM was eliminated from 213

the design. Figure 2 depicts a block diagram of the PULPino SoC platform that has been 214

customized for our testing purposes. 215

In the test program for our performance comparison, we utilized a for-loop-based 216

algorithm that demodulates the digital data from the CO2 sensor and computes its concen- 217

tration in ppm. Notably, we did not use a physical gas sensor; instead, we opted to generate 218

the data using a Python script. The script synthetically modulates the signal from the 219

sensor and samples it at a rate of 16.38 KHz. Once the data was generated, we preloaded 220

the samples in the data memory to be used in our study. Additionally, to enhance the 221

compiled program’s performance in Zero-riscy and Micro-riscy, we utilized a C++ template 222

class written by Schregle [13] to emulate fixed-point support since these processors lack 223

a hardware floating-point unit. As demonstrated in [10], this approach improved the 224

program’s execution performance. 225
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As mentioned, we used Vivado 2020.2 IDE and a switching activity file obtained 226

after post-implementation timing simulation to obtain power simulation results. Vivado 227

was chosen for its ability to provide detailed power estimates for different regions of the 228

FPGA fabric and for its comprehensive power analysis features. For synthesis, we uti- 229

lized the default strategy provided by Vivado, and for implementation, we opted for the 230

Performance_ExplorePostRoutePhysOpt strategy, which enables the physical optimiza- 231

tion step and incorporates various algorithms for optimization, placement and routing to 232

potentially enhance the outcomes. With a clock frequency setting of 25 MHz, the different 233

designs always met the timing constraints. 234

The switching activity file was generated using the simulation data collected during 235

post-implementation timing analysis. This file captures the dynamic behavior of the design, 236

including the switching activity of all signals, and is used by Vivado to perform a gate-level 237

power analysis. 238

Capturing the switching activity for the entire demodulation algorithm runtime is 239

unnecessary. Instead, we set the simulation interval to 1 ms, which allows us to capture 240

multiple iterations of the demodulation algorithm’s main loop. This time setting provides a 241

fair power average value that can be extrapolated to the entire program execution, as over 242

95% of the program runtime occurs within the demodulation loop. 243

Moreover, the power simulation tool could annotate more than 92% of the nets in all 244

the different implementations of the SoC, performing probabilistic computations for the 245

remaining nets. Using this methodology, we obtained accurate power estimates for each of 246

the five RISC-V processors implemented in the PULPino SoC, providing insight into their 247

respective energy efficiency and resource utilization. 248

Figure 2. Block diagram of the modified PULPino SoC used to test the different cores.

4. Results 249

As mentioned in Section 2, RisCO2 is the result of a list of improvements applied to a 250

RISC-V processor previously developed by the authors and presented in [10]. The list of 251

such modifications is detailed in Section 3, and they led to a further reduction in resource 252

utilization and consumed energy compared to the initially proposed processor. The result 253

of applying those actions is summarized in Table 1 step by step, together with the overall 254

reduction in resources and consumed energy. 255
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Table 1. This table shows the result of the improvements made in RisCO2 and enumerated in Section
3. For each applied action, the table shows the FPGA resource utilization, the time it takes for the
demodulation algorithm to complete, and the total energy consumed by the processor.

Work Action
item ISA LUT FF DSP Clock

[MHz]
Time
[ms]

Energy
[mJ]

[10] - rv32imf 7,085 4,188 12 50 12.2 0.45
- 1, 2 rv32em_zfinx 6,518 2,693 12 50 10.3 0.42
- 3 rv32e_zfinx 5,307 2,545 2 50 10.3 0.32
- 5 rv32e_zfinx 5,126 2,478 2 50 10.3 0.31

RisCO2 4 rv32e_zfinx 4,692 2,293 2 50 10.3 0.28

reduction% - - 33.8% 45.2% 83.3% - 15.6% 37.8%

The graphical representation in Figure 3 depicts the incremental performance improve- 256

ments achieved through the individual actions outlined in Section 3. The plot demonstrates 257

a nearly proportional relationship between energy consumption and the utilization of LUTs 258

in the design. 259

Figure 3. The outcome of implementing the action items enumerated in Section 3 can be observed in
the correlation between the FPGA’s LUT utilization and the energy consumption of the core.

Table 2 compares the performance of five different RISC-V processors, including 260

RisCO2, Zero-riscy, Micro-Riscy, Ri5cy, and CV32E40P. The comparison is based on FPGA 261

resource utilization (LUT, FF, DSP), the number representation used by the application 262

algorithm (fixed-point or single-precision floating-point), the number of instructions (#instr. 263

x106) that take for the program to demodulate the signal and calculate the CO2 concentra- 264

tion, instructions per clock cycle (IPC), the time it takes for the demodulation algorithm to 265

complete, and the total power and energy consumed by the processor. The clock frequency 266

used for the comparison is 25 MHz. 267

RisCO2 outperforms the other processors in terms of energy consumption, with a 268

53.5% and 63.2% reduction in energy consumption compared to the best-performing ones, 269

CV32E40P and Ri5cy, respectively. Additionally, RisCO2 has a lower FPGA resource uti- 270

lization compared to these two. In contrast, Micro-riscy has the lowest resource utilization 271

among the five processors and power consumption as low as RisCO2. Still, because of the 272

much longer execution time for the same algorithm, it has a significantly higher energy 273

consumption than RisCO2, more than 19 times higher. On the other hand, Ri5cy has the 274
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most increased resource utilization and consumes 2.7 times more energy than RisCO2, 275

although it has a 50% better performance in terms of instruction throughput (IPC). 276

Table 2. Comparison of RisCO2 with other RISC-V reference processors in terms of FPGA resource
utilization and total energy consumed by the processor for a specific application. Clock frequency =
25 MHz.

Core ISA Pipeline LUT FF DSP Var. #instr IPC Exec. Power Energy
stages type x106 [ms] [mW] [mJ]

Micro-riscy rv32e 2 2,225 1,276 0 Fixed-point 7.24 0.78 373.13 15 5.60
Zero-riscy rv32im 2 3,171 1,928 1 Fixed-point 1.38 0.82 67.71 20 1.35
Ri5cy rv32imf 4 11,912 4,249 8 SP Floating 0.28 0.74 15.15 52 0.79
CV32E40P rv32imf_zfinx 4 9,072 2,553 7 SP Floating 0.25 0.79 12.73 49 0.62
RisCO2 rv32e_zfinx 5 4,889 2,354 2 SP Floating 0.25 0.49 20.71 14 0.29

Figure 4 presents a plot similar to Figure 3 but includes the reference processors 277

examined in our study. Notably, RisCO2 occupies a highly advantageous position within 278

the design space, combining the strengths of both worlds. On the one hand, it shares 279

similarities with Micro-riscy and Zero-riscy processors, characterized by minimal resource 280

utilization and a focus on low-power consumption. On the other hand, RisCO2 draws from 281

the strengths of Ri5cy and CV32E40P, which prioritize achieving maximum performance 282

within a limited power budget. 283

Figure 4. FPGA’s LUT utilization and the energy consumption of the different cores tested in this
study.

Figure 5 depicts a segmented pie chart illustrating the power distribution among 284

various components of the PULPino platform when integrating the RisCO2 processor for 285

executing the demodulation test program. The implementation was carried out on the 286

Xilinx Nexys-4 board with a clock frequency of 25 MHz. The estimated overall power 287

consumption was 31 mW, and its breakdown is presented in the chart. 288

The core region consumes 60% of the total power and corresponds to the system 289

components depicted above the AXI interconnect in Figure 2, where the processor occupies 290

the prominent role, but excludes the instruction and data memory, which are represented 291

separately. The processor and the memory alone account for 76% of the total power 292

consumption. 293
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The peripherals in the PULPino platform consume 16% of the power, although the test 294

program does not intensively use them. They serve the purpose of extending the system’s 295

capabilities and facilitating connectivity. They are designed to interface with the processor 296

core, enabling seamless communication with external devices like sensors, actuators, mem- 297

ory, and communication interfaces. Meanwhile, the AXI interconnects, which facilitate 298

efficient communication and data transfer between the processor, peripheral modules, and 299

other system components, consume as little as 4%. Additionally, another small 4% of power 300

consumption corresponds to the leaf cells responsible for crucial functionalities related to 301

interfacing the FPGA with external devices and ensuring optimal signal integrity. 302

60%

16% 16%

4%

4%

Core region

Memory

Peripherals

AXI interconnects

Leaf cells

Figure 5. Power distribution among various components of the PULPino platform when integrating
a RisCO2 processor.

The pie chart depicted in Figure 6 presents the distribution of power consumption 303

among different modules of the RisCO2 processor during the execution of the demodulation 304

test program, and the power breakdown analysis reveals interesting insights. 305

25.0%

16.7%

16.7%

8.3%

8.3% 8.3%

16.7%

FP unit

ID_EX registers

EX_MEM registers

MEM_WB registers

IF_ID registers

GP Register file

Rest of modules

Figure 6. Power distribution among various modules of the RisCO2 processor.

The Floating-Point Unit (FPU) stands out as the most power-hungry component, ac- 306

counting for 25% of the total power consumption. That is expected since the FPU performs 307

complex floating-point operations that typically require more computational resources and 308

power. The pipeline stage registers also contribute significantly to power consumption. 309

The aggregated power consumption of all the pipeline stage registers in RisCO2 is 50% of 310

the total. These registers play a crucial role in the processor’s instruction execution pipeline, 311

facilitating the flow of data and control signals between different stages. Their relatively 312

high power consumption can be attributed to the need for fast and efficient data transfer 313

within the pipeline. The GP Register file, which contains the processor’s general-purpose 314
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registers, accounts for 8.3% of the power consumption. That indicates that the register file, 315

although essential for storing data during program execution, consumes less power than 316

other critical components. 317

Lastly, the remaining modules collectively consume 16.7% of the power. This cate- 318

gory includes various auxiliary circuits, control logic, and other supporting components 319

necessary for the overall functionality of the processor. 320

Understanding the power breakdown helps identify the power-intensive areas of the 321

processor design. It provides valuable insights for optimizing power consumption, such as 322

implementing power-saving techniques in the FPU, optimizing data flow in the pipeline 323

registers, or exploring alternative register file designs to reduce power consumption further. 324

5. Discussion 325

The study presented a comparative analysis of five RISC-V processor designs in terms 326

of energy consumption and FPGA resource utilization. The processors compared were 327

RisCO2, Ri5cy, Zero-riscy, Micro-riscy, and CV32E40P. RisCO2 is a 32-bit, in-order processor 328

that supports the RV32E_Zfinx instruction set. It is optimized for energy consumption and 329

designed specifically for use in NDIR CO2 sensors that require signal demodulation. The 330

study used the PULPino SoC platform to implement the five processors and simulate their 331

energy consumption. The results showed that RisCO2 is the most energy-efficient processor, 332

consuming only 0.29 mJ of energy, which is 53.5% and 63.2% less energy than CV32E40P and 333

Ri5cy, respectively. RisCO2 also has the lowest resource utilization compared to the best- 334

performing processors of the study, using only 4,889 LUTs, 2,354 FFs, and 2 DSPs, which 335

is 46.1%, 7.8%, and 71.4% less than CV32E40P, respectively. Our experiments show that 336

RisCO2 is a promising candidate for low-power embedded systems that require efficient 337

processing in complex applications with limited hardware resources. The energy-efficient 338

design of RisCO2 also makes it suitable for battery-powered devices, where minimizing 339

energy consumption is critical. 340

5.1. Future work 341

There is potential for improving the performance of RisCO2. The results demonstrate 342

that the instruction throughput (IPC) of RisCO2 is 50% worse than CV32E40P, despite 343

RisCO2 having a deeper pipeline (one more stage) and using the same FPU as CV32E40P. 344

However, increasing the number of pipeline stages can also lead to pipeline hazards and 345

pipeline stalls, decreasing the processor’s overall performance. This issue should be further 346

studied and improved. 347

Another potential area for improvement is the addition of custom instructions to support 348

hardware loops, a feature that is already present in CV32E40P and Ri5cy. Hardware loops 349

have zero stall cycles for jumping to the first instruction of a loop, which could reduce the 350

runtime of the demodulation algorithm since it involves an iterative process with a large 351

number of iterations equal to the number of samples of the modulated signal. However, 352

the addition of these instructions could increase the hardware complexity of the processor 353

and potentially hinder energy consumption savings. Additionally, modifying the compiler 354

is necessary to generate code that uses the new opcodes. 355

6. Conclusions 356

In conclusion, the experimental results presented in this study demonstrate the effi- 357

ciency of the RISC-V architecture for low-power applications, particularly in the context of 358

signal demodulation for NDIR CO2 sensors. Our RisCO2 processor design, optimized for 359

energy consumption, showed a significant reduction in energy consumption compared to 360

Ri5cy and CV32E40P while still maintaining competitive performance levels. RisCO2 is a 361

promising candidate for low-power embedded systems that require efficient processing in 362

complex applications with limited hardware resources. 363

Our results also highlight the importance of considering FPGA resource utilization 364

in designing low-power processors, as it can significantly impact the feasibility of the 365
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implementations on resource-limited hardware platforms. Our findings have important 366

implications for the development of energy-efficient processors for low-power applications, 367

especially those requiring real-time signal processing. The results of this study provide 368

a strong foundation for future research in this area, with potential applications in the 369

development of low-power processors for a variety of fields, such as IoT, wearables, and 370

mobile devices. Furthermore, the experimental methodology presented in this study, 371

including the use of switching activity files for power simulation and FPGA implementation, 372

can serve as a valuable reference for other researchers in this area. 373

Overall, this study contributes to the ongoing efforts to improve the energy efficiency of 374

processors and promote sustainable computing. With the increasing demand for low-power 375

devices in various fields, developing energy-efficient processors is becoming more critical 376

than ever. Our study shows that the RISC-V architecture can offer promising solutions 377

for these challenges, and we hope that our findings will inspire further research and 378

development in this direction. 379
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Abbreviations 389

The following abbreviations are used in this manuscript: 390

391

ALU Arithmetic-logic unit
BRAM Block RAM
CO2 Carbon dioxide
DSP Digital signal processor
FF Flip-flop
FPGA Field-programmable gate array
FPU Floating-point unit
IDE Integrated development environment
IoT Internet of Things
IP Intellectual Property
ISA Instruction set architecture
IPC Instruction per cycle
LUT Lookup table
NDIR Non-dispersive infrared
ppm Parts per million
ROM Read-only memory
SoC System on chip
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