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Abstract: In recent years, since flood disasters have brought immeasurable losses to the city, it is 

urgent to prevent and solve the flood of stagnant water. Considering the shortage of real-time and 

accuracy of hydrological analysis, Opencv technology is used in this paper to process the obtained 

data in real time. For improved Yolov5, BoTNet and GAMAttention Transformer are used to 

improve Yolov5 to enhance its ability of recognition and prediction to better identify surface 

gathered water. The prediction rate of the improved Yolov5 is 7.1% higher than that of Yolov7 and 

1.7% higher than that of Yolov5.After that, contour preprocessing of the image is carried out through 

the cropping technology of the identification frame to eliminate relatively unstable factors. The 

principle of binocular distance measurement is used to measure the three-dimensional coordinates 

of the actual distance, better constrain the contour proportion of the picture, and then the Opencv 

technology is used to get the outline of the water, and HSV is combined with better color processing 

pictures for the identification of the water and contour generation, and the area is obtained to 

correspond to the corresponding parameters of flood to provide important help in flood prevention 

and storm drainage. 

Keywords: improved Yolov5; opencv; urban stagnant water; binocular ranging principle 

 

1. Introduction 

1.1. Context and background 

At present, under the background of continuous development of science and technology, 

technology in the field of hydrology and water resources has also made some achievements NWC 

implements national flood surveying and mapping (HAND) from the nearest drainage height in the 

continental United States, and NWCH has a large coverage area and high precision [1]. However, its 

implementation relies heavily on the use of NHDPlus data sets, which limits its processing of user-

defined data sets [2]. With the increasing prominence of some related disaster problems, for example, 

the surge of total runoff and peak discharge causes urban inundation, which is a serious challenge at 

present (Oudin et al, 2018 [3]). In the context of climate change, the frequency and intensity of extreme 

precipitation events of rainfall 2 are increasing, exacerbating the risk of urban inundation 

(Hosseinzadehtalaei et al., 2020 [4]). In order to effectively solve these problems in water resources 

and realize the rational development and utilization of water resources, the world began to seek 

research on the application of new technologies. Once there is a flood disaster, the economy will be 

directly affected and the life safety of the people will be threatened. Urbanization exacerbates urban 

flooding by increasing evaporation, infiltration, retention and other factors, increasing runoff and 

higher discharge peak [5]. For example, on July 20, 2021, an extreme rainstorm triggered severe 

flooding in Zhengzhou, resulting in at least 398 deaths and direct economic losses of 120 billion yuan 

(Disaster Investigation Team of The State Council of China, 2022) [6]. Therefore, it is necessary to 
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strengthen the management of hydrology and water resources, master the law of water environment 

change, and effectively cope with disastrous weather.Li-Chiu Chang, NARX was used to establish 

multi-step-ahead flood forecast models for the next hour at a 10-minute scale.the PCA-SOM-NARX 

approach not only produced more stable and accurate multi-step-ahead forecasts on flood inundation 

depth[7]. 

Studies related to flood risk management have been reported in many countries over the years 

(Nkwunonwo et al., 2020 [8]). The ongoing need to develop advanced flood numerical models to 

mitigate the negative effects of flooding is more acute. These advanced models are needed to forecast 

related flood hazards, conduct risk mapping, post-assessment analysis, flood protection and 

prevention, water resources management, and real-time flood forecasting. 

To establish a flood inundation analysis model with strong applicability, extensibility and 

practical physical significance is an important prerequisite for realizing rainstorm flood disaster 

warning and forecast. The traditional method of early warning and prediction is based on the 

warning indicators such as critical rainfall and combined with the topography and geomorphology 

of risk areas. However, due to the lack of scientific basis for determining the critical value of warning 

index by this method, accurate inundation information of rainstorm and flood disaster cannot be 

obtained, which brings difficulties to decision-makers in formulating effective flood prevention 

measures. Combined with the development of dike monitoring and sensors, Developed flood 

warning system technology [9], physical study of dike failure mechanism [10], dike stability analysis 

software [11,12] simulated dike breach, flood, urban evacuation [13–15]. 

Running a real-time inundation map model can help support rapid response decisions to 

unplanned flooding, such as how to allocate limited resources and people [16] so that the most flood-

prone areas are adequately mitigated, and how to execute evacuations that keep people safe while 

causing the least unnecessary damage. The combination of GIS and distributed hydrological model 

is the recommended method for flood disaster early warning and forecast. The availability of rain 

data and the extensibility of early warning and forecast technology can be considered. The hydrologic 

model which is relatively simple and has certain physical significance is one of the most widely used 

methods at present. 

Although lumped prediction is effective, its real-time performance and distributed early 

warning effect are not ideal, and there is still a large potential for flood disaster. The rapid 

urbanization process has led to a series of negative environmental impacts in urban areas. This 

process alters the quality and quantity of runoff, which can increase flood magnitude[17].  

With the development of technology, object detection technologies based on deep learning are 

mainly divided into two categories [18]. The first is a two-stage method based on candidate regions, 

such as R-CNN series algorithm [19][20][21], while the second is a one-stage method, such as SSD 

[22]and YOLO series algorithm [23–28]. Two-stage method classification and regression of a sparse 

series of candidate boxes is obtained mainly through heuristic methods and other operations. These 

two processes enable the model to achieve the highest level of accuracy. The one-stage approach 

involves intensive sampling of different scales and proportions at different locations of the image, 

and then using neural networks (CNN) to extract image features and classify objects. The single-stage 

method has high computational efficiency and fast classification speed. However, due to the uniform 

and dense sampling of this method, the unbalanced distribution of positive and negative samples 

will lead to model training and fitting challenges[29]. 

In order to process the data at the fastest speed, with the improvement of computer conditions 

and the continuous development of image recognition and prediction functions, the possibility of 

research on distributed areas is also enhanced. Therefore, this paper uses three parts to illustrate the 

process of short-term urban inundation analysis.  

Part I: Using the improved YOLOV5 to identify the hydrops.  

Part II: picture clipping, the above identified water frame for clipping. The binocular distance 

measurement material can obtain the actual distance in the actual situation and the three-dimensional 

coordinates of the key points needed at that time to obtain the real-time elevation data.  
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Part III: the outline obtained by the binarization of HSV and the image, the obfuscation 

processing and calculation by Opencv, and the contour area and circumference of the proportionally 

constrained contour obtained by binocular ranging are used to determine the current scene's 

inundation. The flow chart is shown in Figure 1. 

 

Figure 1. The Process of Model. 

2. Materials and Methods 

2.1. Images Data and Experimental Tool 

This paper looks for 100 pictures of yellow water and shoots a video of yellow water. The video 

uses python scripts to capture images at a rate of five frames per second. The algorithms used for 

detection and classification (recognition) need to be trained, so images should be prepared for 

training. This work uses two schemes to use or generate training images. First, a still picture from the 

waterlogged category is used, and second, an extracted picture taken from one of the video 

recordings from the data set is generated and used. Then, each prepared image was enhanced in the 

first and second modes to enrich the data for better training process, and then all the material was 

flipped 90° 4 times using the action and batch processing method of PS software. The material 

enhancement technique used in this work [30][31] was used to obtain the last 500 pictures for training. 

Use marking procedures during training steps. In this work, the conventional type of labeling is 

used [32]. Traditional marking techniques are the most commonly used and can meet the training 

material requirements in most cases. 

2.2. Improved Yolov5 

2.2.1. Original Yolov5 structure 

YOLO (You only look once) [33] is used as a recognition algorithm. This algorithm is very 

popular and is called real-time object detector. Because of its speed and accuracy, the Yolov5 network 

structure mainly consists of the following parts: Backbone: New CSP-Darknet53, Neck: SPPF, New 

CSP-PAN, Head: YOLOv3 Head, Yolov5 Structure diagram is shown in Figure 2. 
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Figure 2. The Architecture of Yolov5. 

The overall architecture of YOLOv5 is the same for different network sizes (n, s, m, l, x), but with 

different depths and widths for each submodule, dealing with depth_multiple and width_multiple 

parameters in the yaml file, respectively. Residual network can avoid the problem of disappearing 

gradient in deep network learning [34]. In addition to the n, s, m, l and x versions, there are also n6, 

s6, m6, l6 and x6. The difference lies in that the latter is for pictures with a larger resolution, such as 

1280x1280. Of course, there are some differences in structure. The former will only downsample to 

32 times and use 3 prediction feature layers. 

2.2.2. GAMAttention 

The target design of GAM is to reduce information reduction and amplify the mechanism of 

global unique interaction features, and optimize the channel attention module and spatial attention 

module in CBAM [35]. The flow chart of GAM is shown as Figure 3. 

 

Figure 3. The Architecture of GAMAttention. 

The main role of the channel attention module is to retain 3D information using 3D permutation, 

in which the relationship between the cross-dimensional channel and the space bar is amplified using 

a two-layer multi-layer perceptron. 

In the spatial attention submodule, two convolution layers are used to reduce the spatial focus 

information, which solves the problem of overfitting and underfitting. 
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2.2.3. BoTNet Transformer 

BoTNet brings self-attention to ResNet, very simple, but very powerful. Because it is not easy to 

obtain global information, CNN-based model pays more attention to the aggregation of local 

information. Transformer-based models are inherently capable of accessing global information. A 

simple way to use self-attention in computer vision is to directly replace the convolutional layer with 

multi-head self-attention (MHSA) [36]. Currently, the users of self-attention in computer vision can 

be classified as Figure 4: 

 

Figure 4. The Architecture of BoTNet. 

2.3. Validation Matrix 

Validation matrix Confusion matrix is used to evaluate the output of the model. The matrix 

consists of four blocks; TP, TN, FP and FN. TP(True Positive) : indicates that the positive class is 

predicted to be positive. If the true value is 0, the prediction is also 0. FN(False Negative) : predicts 

the positive class number as negative, the true value is 0, and the predicted value is 1; FP(False 

Positive) : The negative class was predicted as positive, the true value was 1, and the prediction was 

0. TN(True Negative) : indicates that the negative class is predicted as the number of negative classes. 

If the true value is 1, the prediction is also 1. TP (true positive) is defined as when the model can 

correctly detect stagnant water, TN (true negative) is defined as when the model cannot correctly 

detect non-existent water, which was not measured in this work, FP (false positive) is defined as 

when the model incorrectly detects stagnant water, and FN (false negative) is defined as when the 

model fails to detect stagnant water. From the confusion matrix, the accuracy can be defined to 

evaluate the output of the model. It can be obtained from a comparison between the basic facts and 

the total blocks, as described by the following equation: 

Precision = 
்௉்௉ାி௉ × 100% (1)

Sensitivity = 
்௉்௉ାிே × 100% (2)

TP = true positive, FP= false positive, FN = missed positive. 

2.4. RGB&HSV 

RGB model is usually used to interpret color coding in visual information processing. However, 

in order to represent the subtle changes in the environment that trigger the regulation of pupil light 

reflex and DA/LA process, we use the HSV model. Compared with the supervised learning algorithm, 

the sensitivity improvement of the proposed model does not require additional computational 

resources and the image can be processed quickly. 
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2.4.1. Basic Principles of HSV 

HSV(Hue, Saturation, Value) is Hue saturation (HSV) Color space was created by Alvy Ray 

Smith in 1978. Originally, it was designed to improve the color selection interface in computer 

graphics software, also known as Hexcone Model (see Baidu). In the HSV model, color is composed 

of Hue, Saturation and Value. HSV schematic diagram is shown as Figure 5:  

 

Figure 5. HSV schematic diagram. 

The channels of the HSV color space Q represent Hue, Saturation and Value respectively, and 

can directly express the brightness, hues and vividness of colors. The HSV color space can be 

described by a conical space model. 

At the apex of the cone V=0, H and S are undefined, representing black, and at the center of the 

top surface of the cone V=max, S=0, H is undefined, representing white. When S= 1.v =1, any color 

represented by H is called a solid color: when S=0, saturation is 0, the color is lightest, the lightest is 

described as gray, the brightness of gray is determined by V, then H is meaningless, when V=0, the 

color is darkest, the darkest is described as black, then H and S are meaningless, no matter what the 

value is black. 

The conversion process between them is as follows: 

First, the number of components R, G and B is scaled to the range 0 to 1, that is, divided by 255, 

and then converted according to the following formula: 

V = max(R,G,B) (3)

S = {v-min (R,G,B) if V≠0 

{0  otherwise} 
(4)

H = 60(G-B)/(V-min(R,G,B)     if V=R 

120+60(B-R)/(V-min(R,G,B))    if V = G 

240+60(R-B)/(V-min(R,G,B))    if V = B 

0                           if R=B=G 

(5)

According to formula (3), (4) and (5), H, S and V are all between 0 and 1 after conversion, and H 

is between 0° and 360° (the calculation result may be less than 0, if it is less than 0, 360 will be added). 
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Suppose you want to convert pixels (11,43,46) respectively to RGB and convert them into the 

HSV model space: 

2.5. Binocular Ranging 

A series of systematic errors and error scenario errors will be generated by ToF method due to 

the principle and influence of measurement limiting external environmental factors [37]. These errors 

will result in the error of image information obtained by the ToF depth camera for distortion[38]. 

Binocu localization is more bionic in principle, has a wider range of applications and lower 

equipment cost [39].The general steps of binocular distance measurement are: 

Binocular calibration -> stereo correction (including distortion elimination) -> stereo matching -

> parallax calculation -> depth calculation (3D coordinate) calculation. 

The calibration of binocular camera not only needs to obtain the internal parameters of each 

camera, but also needs to measure the relative position between two cameras through calibration 

(that is, the translation vector t and rotation matrix R of the right camera relative to the left camera). 

The calibration results are read into OpenCV for subsequent image calibration and matching. 

Radial distortion and tangential distortion are generally modeled using polynomial functions, 

as shown below. 

Radial distortion can be modeled as: 𝑥ௗ௜௦௧௢௥௧௘ௗ = 𝑥(1 + 𝑘ଵ𝑟ଶ  + 𝑘ଶ𝑟ସ  + 𝑘ଷ𝑟଺) (6)𝑦ௗ௜௦௧௢௥௧௘ௗ = 𝑦(1 + 𝑘ଵ𝑟ଶ  + 𝑘ଶ𝑟ସ  + 𝑘ଷ𝑟଺) (7)

Tangential distortion can be modeled as: 𝑥ௗ௜௦௧௢௥௧௘ௗ = 𝑥 + [2𝑝ଵ𝑥𝑦 + 𝑝ଶ (𝑟ଶ  + 2𝑥ଶ )] (8)𝑦ௗ௜௦௧௢௥௧௘ௗ = 𝑦 + [𝑝ଵ (𝑟ଶ  + 2𝑦ଶ )  +  2𝑝ଶ𝑥𝑦] (9)

where, x and y are normalized plane coordinates. According to the above modeling method, there 

are altogether 5 distortion parameters required: 𝐷𝑖𝑠𝑡𝑟𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 = (𝑘ଵ 𝑘ଶ 𝑝ଵ 𝑝ଶ 𝑘ଷ) (10)

In general, these 5 distortion factors are sufficient. For some cameras, higher order parameters 

may be required to model image distortion more accurately. For example: 

ቂ𝑥ௗ௜௦௧௢௥௧௘ௗ𝑦ௗ௜௦௧௢௥௧௘ௗቃ = ⎣⎢⎢⎢
⎡𝑥 1 + 𝑘ଵ𝑟ଶ + 𝑘ଶ𝑟ସ + 𝑘ଷ𝑟଺1 + 𝑘ସ𝑟ଶ + 𝑘ହ𝑟ସ + 𝑘଺𝑟଺ + 2𝑝ଵ𝑥𝑦 + 𝑝ଶ(𝑟ଶ + 2𝑥ଶ) + 𝑠ଵ𝑟ସ + 𝑠ଶ𝑟ସ
𝑦 1 + 𝑘ଵ𝑟ଶ + 𝑘ଶ𝑟ସ + 𝑘ଷ𝑟଺1 + 𝑘ସ𝑟ଶ + 𝑘ହ𝑟ସ + 𝑘଺𝑟଺ + 𝑝ଵ(𝑟ଶ + 2𝑦ଶ) + 2𝑝ଶ𝑥𝑦 + 𝑠ଷ𝑟ଶ + 𝑠ସ𝑟ସ⎦⎥⎥⎥

⎤
 (11)

From (6)-(11), the part of model can get accurate actual xyz and distance data. 

2.6. Opencv Contour 

2.6.1. Principles of Opencv contour acquisition 

The basic principle of contour extraction: for a binary image with black background and white 

target, if a white point is found in the image, and its 8 neighborhood (or 4 neighborhood) is also 

white, it means that the point is the internal point of the target. If it is set as black, it will look like the 

interior is hollowed out. Otherwise, keep the white color unchanged. This point is the contour point 

of the target. Generally, before finding the contour, the image should be thresholding or Canny edge 

detection, and converted into a binary image. A curve of consecutive points having the same color 

(in a color picture) or intensity (a grayscale image is to be transformed into a binary image). 
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2.6.2. Contour approximation method 

The contour approximation uses the Ramer-Douglas-Peucker(RDP) algorithm, which first 

simplifies the polyline by reducing the vertices of the polyline by a given scent value. Given the 

starting point and end point of the curve, the algorithm will first find the vertex with the greatest 

distance from the line connecting the two reference points. Let's call it the maximum point. If the 

maximum point is located at a distance less than the smell value, we automatically ignore all vertices 

between the starting point and the ending point, making the curve a straight line. 

3. Results 

3.1. Using Static Pictures for Training Data 

At this stage, extracted pictures were used as training image data,.After the train of Yolov5、
Yolov7、Resnet and Goolenet,These experiments get a group of data compared with the improved 

Yolov5 model.All data of training as Table 1. 

Table 1. All data of Training. 

Model     prediction             recall               mAP(%) 

ours     99.5%       88.9%      89.5 

Yolov5    98.8%       89.2%      86.5% 

Yolov7    92.4%                 90.5%      90.1% 

Resnet101      96.3%      -     - 

Resnet50    95.9%      -     - 

Googlenet   96.2%      -     - 

The prediction rate of the improved Yolov5 is 7.1% higher than that of Yolov7 and 1.7% higher 

than that of Yolov5. The mAP is 3% higher than that of the traditional Yolov5, and the recall is slightly 

lower than that of other models. Although the recall and mAP of Yolov7 are slightly higher than that 

of the new model, the prediction rate of the improved YOLOV7 is significantly lower than that of 

other models. The improved Yolov5 has obvious improvements and advantages compared with 

other models. 

The weight trained by our method can be used to effectively identify water. The identification 

results are shown in Figure 6. 

 

Figure 6. The Detection of Stagnant. 
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3.2. cutting materials 

Although the identified picture can identify the water, if the subsequent processing continues, 

there will be many factors interference of backgrounds, reduce the later use efficiency, so we cut the 

required part of the box, reduce the influence factors as far as possible, and obtain a better effect for 

our contour area. 

 

Figure 7. The Material Cutting. 

3.3. Comparison whether with HSV 

Before HSV processing and recognition, it is very necessary to carry out binarization and 

Gaussian blur processing in the contour recognition of computer. Without these treatments, the 

contours of the images are so poor that they cannot be prepared for recognition and analysis, and 

then we can use HSV processing method to screen and extract the color of the image. The threshold 

of yellow color used in the experiment was selected (LowerYellow = np.array([11, 43, 46]). 

UpperYellow = np.array([25, 255, 255])), which is then processed by the computer to clearly obtain 

the desired outline 

 

Figure 8. Material without HSV Process. 

It can be clearly seen from Figure.9 and Figure 10 that after color processing, there are obvious 

differences and contrasts between the second and third images of the two Figures. The HSV 

processed binarization, noise reduction and Gaussian blur have better contour display with fewer 

influencing factors. Compared with the first drawing in the second row, the final contour obtained 

will have much less invalid area and more delicate outline. 
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Figure 9. Material with HSV Process. 

3.4. Get Data of Stagnant 

This part is a step to calculate the result quantitatively. After calculating the area with the 

contour, Opencv calculates the actual proportion of the binocular distance measurement, and finally 

obtains a result of the actual area. 

In this part, we still compare the results from the starting point of whether HSV processing is 

carried out or not. The results are shown in Figure 11 and Figure 12: 

 

Figure 10. The data of Stagnant without HSV Process. 

 

Figure 11. The data of Stagnant with HSV Process. 

The results of Figure 10 and Figure 11 show that there is a gap of accuracy. This is caused by the 

difference in the previous processing steps. We can see that Figure 11 obtained after HSV processing 

are more delicate and have fewer influencing factors. Quantitatively, the area treated by HSV is more 

correct and closer to the reality. Finally, the ratio of binocular ranging can be determined, and the 

real size of the processed data can be obtained. 

4. Limitations and Future Developments 

The analysis of limitations and future development is necessary. This experiment for the 

selection of data and the use of image processing technology for future development, such as 

strengthening the form of water in a particular area, water shape, water is universal everywhere that 

will be a huge and arduous project; As for the weight selection of Yolov7, there is a better possibility 

that the weight of 7 has not been discovered in this experiment due to the limited equipment. We can 

also combine the method with other classification algorithms or unsupervised learning. An 

adjustment or inference method may be proposed to optimize the accuracy of the method in this 

work. In addition, statistical hypothesis analysis can be carried out, using a variety of different 

recognition types such as cv tool recognition, tensorflow tool recognition. 
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In terms of technical extension, this technology can only be used as a simple water body analysis 

technology at present. In the future, it can be combined with GIS system to analyze the water body 

of a certain area. In this case, the server and video card support are more stringent than now. 

5. Conclusions  

This paper puts forward an idea and method of urban road inundation analysis. This paper takes 

the water that can be seen everywhere on the road as an example to analyze. In this method, 

improved YOLOv5 and conventional drawing methods were used to extract images as training data, 

and the accuracy of model recognition was 99.5%. After a series of techniques to get water body 

identification, cutting, actual distance, binary Gaussian blur and HSV image processing, finally get 

its image area circumference. In this way, it can get a general picture of the current water body. 

Therefore, we draw the following conclusions to summarize the role of the model: 

1. Models with more accurate accuracy than traditional identification models 

In the recognition part of this model, DAMAttention is used to improve the recognition focus 

and BoTNet to improve the constraint ability, so as to achieve more accurate recognition than 

traditional Yolov5 and other models. 

2. Distributed real-time data acquisition model faster than traditional 

In this model, the fixed-point data acquisition model carries out real-time data acquisition for a 

certain area, monitors the signs of important areas, and makes corresponding actions at the 

corresponding time. 

3. More accurate models than traditional data 

This model identifies and quantitatively detects water bodies, and uses binocular ranging to 

restrict the quantity, so as to achieve the maximum possible consistency with the actual data, so as to 

cooperate with the follow-up traditional GIS inundation analysis. 
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